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Under identical forcing conditions, significant differences exist in model 
results due to uncertainties in parameterizations, numerical methods, etc.
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Figure 1 | Twenty-first-century projections of SST and NA TS frequency using CMIP5. a–d, Decadal averages of tropical Atlantic (a), tropical mean (b),
relative SST anomalies (c) and TS count projections (d) from 17 global climate models under the CMIP5 for three scenarios. The thicker lines represent the
mean from each scenario. The light grey lines (1950–2005) describe the historical runs for the 17 global climate models, and the black lines the
observations (ERSSTv3b; ref. 28 for the SST, and homogenized estimates of past TS frequency based on HURDAT; refs 29,30). The SST anomalies are
computed over June–November with respect to 1986–2005; seasonal TS frequency is derived with the statistical model of ref. 2.

increases over the Indian Ocean) could also be important to

the projected TS changes. Using perturbation experiments with a

CMIP5 climate model
12
, we find evidence that aerosol changes are

key to projections of increase in NA TS frequency in that model

(Supplementary Figs S3 and S4). Unfortunately, we are not able

to directly evaluate this conjecture across all of the CMIP5 models

(in the way we explored the impact of CO2), because idealized

forcing experiments only with aerosols are not available to us at

present—we think that our understanding would benefit from

coordinated experiments isolating the impact of aerosols.

Interestingly, the multi-model ensemble shows a decrease in TS

frequency over the 1970s and 1980s, and a rapid rebound in the

1990s—roughly coincident in timing with a similar change in the

observations (Fig. 1); such a dip and rebound is not evident in

CMIP5 historical experiments forced only with past greenhouse

gas or ‘natural’ (volcanic and solar) forcing changes (not shown).

Thus, the historical simulations from CMIP5 seem to support

the hypothesis
13

that a part (∼25% in the multi-model average)

of the observed reduction (increase) in NA TS frequency in the

1970–1980s (1990–2000s)was due to radiative forcing fromchanges

in anthropogenic aerosols, although the small amplitude of the

multi-model signal indicates that internal variability
14,15

may also

have been a substantial contributor.

In addition to exploring the sign and spread of projections of

NA TS frequency, it is important to assess the dominant sources

of uncertainty in these projections, as doing so could help focus

research to reduce this uncertainty or highlight uncertainty that

may be irreducible. We use a recently developed methodology
5
to

partition sources of uncertainty in projections of SSTAtl, SSTTrop,

SSTRel and TS into three broad classes: ‘forcing uncertainty’ arising

from imperfect knowledge of future radiative forcing changes;

‘response uncertainty’ arising from imperfect knowledge of how

the climate system responds to changes in radiative forcing; and

‘internal variability uncertainty’ arising from chaotic variations in

climate and weather that are not driven by radiative forcing (Fig. 3).

SeeMethods for further discussion ofmethodology.

For tropical Atlantic and tropical mean SST (Fig. 3a,b), response

uncertainties dominate until about 2030, when forcing uncertainty

becomes the dominant uncertainty source. The relative importance

of variability to regional SST decreases rapidly after the first decade.

This behaviour is similar to that exhibited by global and other

regional temperatures
5
.

In contrast, the dominant sources of uncertainty for projections

of decadally averaged relative SST and TS frequency are funda-

mentally different (Fig. 3c,d), even though tropical Atlantic and

tropical mean SSTs are predictors in the statistical TS model
2,3
.
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Figure 1 | Twenty-first-century projections of SST and NA TS frequency using CMIP5. a–d, Decadal averages of tropical Atlantic (a), tropical mean (b),
relative SST anomalies (c) and TS count projections (d) from 17 global climate models under the CMIP5 for three scenarios. The thicker lines represent the
mean from each scenario. The light grey lines (1950–2005) describe the historical runs for the 17 global climate models, and the black lines the
observations (ERSSTv3b; ref. 28 for the SST, and homogenized estimates of past TS frequency based on HURDAT; refs 29,30). The SST anomalies are
computed over June–November with respect to 1986–2005; seasonal TS frequency is derived with the statistical model of ref. 2.
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Tropical Atlantic SST Anomalies from CMIP5

Comparison of different model results is necessary to 
understand the potential uncertainty in model simulations



Large deviations are also present in comparisons of upper atmosphere models

over all events available changes when only one event or
only one geomagnetic activity level is considered. For
example, 1_SAMI3_HWM07, 1_SAMI3_HWM93 and
1_TIEGCM show the best performance in producing max-
min for quiet periods, moderate and strong storm cases,
respectively. Also, in terms of the ratio of max, 1_IRI per-
forms better than 1_SAMI3_HWM93 for each geomagnetic
level. Therefore, it should be noted that a model, which both
overestimates and underestimates the max-min and max,
could have a ratio closest to 1 in an average sense.

[34] It is evident from Figure 3d that maximum values of
the modeled vertical drifts and observations show good
agreements during the quiet periods, while the models
tend to overestimate maximum values during the storms.

6.2. NmF2 and hmf2
[35] Figure 4 shows examples of the observed and mod-

eled NmF2 and hmf2. Results for Millstone Hill are shown
for a strong storm case, E.2006.348 event (Figures 4a
and 4b). Results are shown for E.2007.079, one of the
geomagnetically quiet periods, at EISCAT Svalbard

Figure 4. Observed (black curves) and modeled (color curves) NmF2 and hmf2 at (and b)
Millstone Hill for a strong storm case, E.2006.348, event and at (c and d) EISCAT Svalbard,
(e and f) Sondrestrom, and (g and h) Poker Flat for the E.2007.079 event.
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Large deviations are also present in comparisons of upper atmosphere models

The present study compares whole atmosphere model results for the 2009 
SSW in order to illustrate common features, and potential uncertainties, in 
the dynamical variability that occurs in response to the SSW.
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Whole Atmosphere Models Simulations

Model Constraint Coupled Ionosphere Ozone Gravity Wave

GAIA

HAMMONIA

WACCM-X

WAM

Nudging, JRA-25 
up to 30 km Yes No (Climatology)

Nudging, ECMWF
up to 180 hPa No Yes

Lindzen (1981)

Hines (1997)

Hines (1997)

Lindzen (1981)Yes

NCEP GSI
Data Assimilation Yes

No

No

Nudging, NOGAPS-ALPHA/
MERRA up to 90 km

All models provided hourly output for comparison of the neutral dynamics 
during the 2009 SSW. Model output was processed identically for each model.



Models exhibit different climatology, and this will 
impact the variability due to the SSW
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The different gravity wave parameterizations are primarily 
responsible for the zonal mean zonal wind differences
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balance relation to deducing GWF from wind measurements
is discussed in Section 3. Conclusions are given in Section 4.

2. Momentum Balance in the Presence of Strong
Gravity Wave Forcing

[5] The full momentum equation in the zonal direction is:

Du

Dt
! Fx ¼ f þ u tanf

r

! "

v! 1

r cosf
@F
@l

þ n
@2u

@z2
ð1Þ

where D/Dt is the Lagrangian time derivative, u and v the
zonal and meridional winds, f the Coriolis parameter, r the
Earth radius, f the latitude, l the longitude, Fx the total
body force, and n the total viscosity (eddy plus molecular)
coefficient. From standard scale analysis [e.g.,Holton, 2004],
the Coriolis force and the geopotential gradient terms in
(1) are &10!3 ms!2 and dominate over other terms in the
lower atmosphere. In the MLT region, however, the zonal
mean zonal GWF is on the same order of magnitude
(&100 ms!1 d!1 or 10!3 ms!2), although locally the GWF
may or may not be comparable to the Coriolis force given
the large spatial and temporal variability of GWF. With n &
100 m2 s!1 and @2u/@z2 & 5 ' 10!7 m!1 s!1 (assuming a
50 ms!1 change within 10 km) in the MLT, the viscous
term is thus &5 ' 10!5 ms!2. It is much smaller than the
zonal mean GWF and will be ignored in the following
discussion. Therefore the primary force balance in the zonal
direction in the MLT is between the zonal mean GWF and
the Coriolis force (the geopotential gradient term becomes
zero when integrated along the longitude circle):

!FGW
x ¼ ! f þ !u tanf

r

! "

!v ð2Þ

with the assumption that ion drag is not important below
100 km so that !Fx ( !Fx

GW. This simple force balance allows
the determination of zonal mean GWF solely from the zonal
mean winds. It should be noted that the advective terms in the
full zonal mean momentum equation

@!u

@t
þ v

1

r

@u

@f
þ w

@u

@z
! !Fx ¼ f þ !u tanf

r

! "

!v ð3Þ

are from mean and eddy advection, and their impact on the
mean flow is generally secondary compared to the GWF in
the MLT region, unlike that in the stratosphere. This will be
further examined using numerical model results.
[6] To test this momentum balance and to better under-

stand the relative significance of the terms in (3), WACCM3
simulation results under December solstice conditions are
examined. The simulation results first confirm that the zonal
mean of the gradient wind is in good agreement with the
zonal mean of the actual zonal wind !u below 100 km in the
extratropics, with the maximum difference less than 5 ms!1

(10%) (not shown). Because of this good agreement, !u is
interchangeable with the gradient wind in the following
analysis. Figures 1a and 1b show the parameterized zonal
mean GWF in WACCM and the zonal mean GWF obtained
from (2), respectively. It is seen that the estimated GWF
reproduces the general morphology of the parameterized
GWF in both hemispheres in the MLT region. The two are
in good quantitative agreement except at places where the
parameterized GWF maximizes (80–85 km around 50! in
the summer hemisphere and around 70 and 80 km at mid to
low latitudes in the winter hemisphere). The inferred GWF
there is weaker than the maximum GWF. This discrepancy
at the maximum GWF is reduced if the meridional advection
term is included:

!FGW
x ¼ ! f þ !u tanf

r

! "

!v þ v
1

r

@u

@f
ð4Þ

Figure 1c shows excellent agreement with Figure 1a.
Therefore, by comparing to WACCM simulations, (2) is a
good first-order approximation to the momentum balance in
the MLT region, and the meridional advection term can
provide correction to this approximation. The advection
term includes both advection by the mean flow !v 1

r
@!u
@f and the

eddy advection term 1
r
v0@u0
@f . It is worth noting that the gradient

wind balance could still be reasonable in the zonal direction
for the eddy components [Oberheide et al., 2002]. Therefore,
the eddy advection term can be approximated using both
zonal and meridional gradient winds. Equations (2) and (4)
allow us to infer zonal mean GWF from meridional wind
measurement and zonal wind or temperature measurement
in the MLT region in the extratropics. This is valuable given

Figure 1. Zonal mean gravity wave forcing (a) from WACCM on December 17, (b) deduced from model winds using (2),
and (c) deduced from model winds using (4). Contour interval: 20 ms!1 d!1; solid contour line: eastward forcing.
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mean winds. It should be noted that the advective terms in the
full zonal mean momentum equation

@!u

@t
þ v

1

r

@u

@f
þ w

@u

@z
! !Fx ¼ f þ !u tanf

r

! "

!v ð3Þ

are from mean and eddy advection, and their impact on the
mean flow is generally secondary compared to the GWF in
the MLT region, unlike that in the stratosphere. This will be
further examined using numerical model results.
[6] To test this momentum balance and to better under-

stand the relative significance of the terms in (3), WACCM3
simulation results under December solstice conditions are
examined. The simulation results first confirm that the zonal
mean of the gradient wind is in good agreement with the
zonal mean of the actual zonal wind !u below 100 km in the
extratropics, with the maximum difference less than 5 ms!1

(10%) (not shown). Because of this good agreement, !u is
interchangeable with the gradient wind in the following
analysis. Figures 1a and 1b show the parameterized zonal
mean GWF in WACCM and the zonal mean GWF obtained
from (2), respectively. It is seen that the estimated GWF
reproduces the general morphology of the parameterized
GWF in both hemispheres in the MLT region. The two are
in good quantitative agreement except at places where the
parameterized GWF maximizes (80–85 km around 50! in
the summer hemisphere and around 70 and 80 km at mid to
low latitudes in the winter hemisphere). The inferred GWF
there is weaker than the maximum GWF. This discrepancy
at the maximum GWF is reduced if the meridional advection
term is included:

!FGW
x ¼ ! f þ !u tanf

r

! "

!v þ v
1

r

@u

@f
ð4Þ

Figure 1c shows excellent agreement with Figure 1a.
Therefore, by comparing to WACCM simulations, (2) is a
good first-order approximation to the momentum balance in
the MLT region, and the meridional advection term can
provide correction to this approximation. The advection
term includes both advection by the mean flow !v 1

r
@!u
@f and the

eddy advection term 1
r
v0@u0
@f . It is worth noting that the gradient

wind balance could still be reasonable in the zonal direction
for the eddy components [Oberheide et al., 2002]. Therefore,
the eddy advection term can be approximated using both
zonal and meridional gradient winds. Equations (2) and (4)
allow us to infer zonal mean GWF from meridional wind
measurement and zonal wind or temperature measurement
in the MLT region in the extratropics. This is valuable given

Figure 1. Zonal mean gravity wave forcing (a) from WACCM on December 17, (b) deduced from model winds using (2),
and (c) deduced from model winds using (4). Contour interval: 20 ms!1 d!1; solid contour line: eastward forcing.
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The gravity wave drag differences will also influence 
the temporal variability during the SSW



The zonal mean dynamics are similar up to ~0.01 hPa. 
Above this altitude the models are unconstrained and 
begin to diverge due to different model parameterizations
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The planetary wave variability is similar among all models at lower 
altitudes, but significant differences emerge above the constrained region
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The planetary wave variability is similar among all models at lower 
altitudes, but significant differences emerge above the constrained region
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The planetary wave variability is similar among all models at lower 
altitudes, but significant differences emerge above the constrained region
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The planetary wave variability is similar among all models at lower 
altitudes, but significant differences emerge above the constrained region

90

60

30

0

30

60

90

La
tit

ud
e

10 20 30 40 50 60

GAIA PW2, 10hPa

10 20 30 40 50 60

HAMMONIA PW2, 10hPa

90

60

30

0

30

60

90

La
tit

ud
e

10 20 30 40 50 60
Day of Year, 2009

WAM PW2, 10hPa

5 10 15 20
K

10 20 30 40 50 60
Day of Year, 2009

WACCMX PW2, 10hPa

1e 09
1e 08
1e 07
1e 06
1e 05
0.0001

0.001
0.01

0.1
1

10
100

1000

Pr
es

su
re

 (h
Pa

)

10 20 30 40 50 60

GAIA PW2, 60N

10 20 30 40 50 60

HAMMONIA PW2, 60N

1e 09
1e 08
1e 07
1e 06
1e 05
0.0001

0.001
0.01

0.1
1

10
100

1000

Pr
es

su
re

 (h
Pa

)

10 20 30 40 50 60
Day of Year, 2009

WAM PW2, 60N

5 10 15 20
K

10 20 30 40 50 60
Day of Year, 2009

WACCM PW2, 60N



All of the models show similar amplitude and temporal 
variability of the migrating diurnal tide near 80 km
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Significant differences are apparent in the migrating semidiurnal 
tide. However, all models reveal a decrease prior to the SSW 
onset, followed by an increase in the SW2 amplitude
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Summary and Conclusions

• The neutral dynamics during the 2009 SSW have been compared in four 
different whole atmosphere models.

• The models exhibit significant differences in the zonal mean zonal wind 
climatology and SSW induced variability due primarily to the use of different 
gravity wave parameterizations.

•  Although all four models have similar planetary wave variability in the 
stratosphere, notable differences are apparent in the planetary waves in the 
mesosphere and lower thermosphere.

• The amplitude and temporal variability of the migrating diurnal tide is similar 
among all models.

• All four models exhibit generally similar temporal variability for the migrating 
semidiurnal tide; however, the amplitudes are significantly different.
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TIME-GCM Simulations

• Idealized simulations in TIME-GCM were performed to study the influence 
of solar and lunar tides on ionosphere variability during SSWs

• All simulations use the same zonal mean variability due to the SSW, but 
include different tide and planetary waves at the lower boundary
- Runs with and without lunar tides

- Runs with and without planetary waves

- Runs with different lunar ages relative to the zero epoch of the SSW

- Constant and temporally varying tides at the TIME-GCM lower boundary

• Simulation setup allows study of how the changes in the zonal mean 
atmosphere influence the tidal propagation into the MLT

• All results are for the same zonal mean SSW, and we are thus able to 
isolate the role of different tides and planetary waves on the ionosphere

• SSW variability is based on composite of SSWs in WACCM simulations



Zonal Mean Zonal Wind, 60N

Zonal mean variability for composite SSW



Temporally varying 
tides at 10hPa

Constant tides
at 10 hPa

SW2 Amplitude, 90 km

SW2 Phase variability due to 
change in vertical wavelength

SW2 Amplitude, 90 km

SW2 Phase, 90 km

SW2 Phase, 90 km

Significant variability occurs in the SW2 due to the influence 
of the zonal mean atmosphere on tidal propagation



Change in SW2 amplitude and phase can generate temporal 
plasma drift variability similar to the observations

Temporally varying 
tides at 10hPa

Constant tides
at 10 hPa

Constant tides
at 10 hPa (no PWs)

Change in Vertical Plasma Drift at Jicamarca

Variability primarily 
due to SW2

Variability primarily due 
to SW2+SW1



The lunar tide contributes to ~30% of the ionosphere variability during SSWs. 
Overall impact depends on the phase of the moon relative to the SSW

Lunar Tide Contribution to Vertical Plasma Drift 
Variability at Jicamarca

ν = 0 on t = 7

ν = 0 on t = 0 ν = 0 on t = 3.5

ν = 0 on t = -3.5


