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Abstract. We present a new technique for mapping 
high-latitude electric fields and currents and their associ- 
ated magnetic variations from sets of localized observational 
data. The technique generalizes earlier ones that were 
designed to deduce these electrodynamic features from 
ground-based magnetometer data alone. In the new tech- 
nique, many different types of measurements can potentially 
be used: electric fields from radars and satellites; electric 
currents from radars; and magnetic perturbations at the 
ground and at satellite heights. The technique also makes 
use of available statistical information about averages and 
variances of the electrodynamic fields. One of its advan- 
ta$.es over earlier techniques is that it quantifies the errors 
inherent in the mapped fields, taking into account the dis- 
tribution of available data, their errors, and the statistical 
variances of the fields. A related application of the pro- 
cedure is used for estimating the distributions of high- 
latitude ionospheric conductances, using available direct 
and indirect measurements. The new technique is illus- 
trated by application to an example of a substorm that was 
previously analyzed by Kamide et al. (1982a) with an earlier 
technique. The new technique tends to yield much simpler 
patterns of high-latitude ionospheric convection in regions 
of low ionospheric conductance. When magnetometer data 
alone are used, as in this example, the statistical uncer- 
tai! ty in the derived electric fields is largest in regions of 
lov conductance, because the electric fields in these regions 
ha e little influence on the magnetic perturbations. A com- 
pa.ion paper (Richmond et al., this issue) presents a 
de,ailed application of the technique using multiple data 
set s. 

Introduction 

The electrodynamic state of the high-latitude ionosphere 
is highly variable. The variability is seen in measurements 
of the electric field and accompanying ion drifts [e.g., Banks 
and Doupnik, 1975; Foster et al., 1981; Burke et al., 1984; 
Alcaydg et al., 1986; Strf{m et al., 1986]; in measurements of 
the currents [e.g., Brekke et al., 1974; Robinson, 1984]; in 
observations of magnetic perturbations on the ground and 
in space [e.g., Nishida, 1978; Iijima and Potemra, 1978; 
Kroehl and Richmond, 1979; Baumjohann et al., 1980; 
Safiekos et al., 1982; Akasofu et al., 1983; Kamide and 
Baumjohann, 1985; Ahn et al., 1987]; and in measurements 
of aurorally produced ionospheric conductivity enhance- 
ments [e.g., Meng, 1978; Horwitz et al., 1978; Vickrey et al., 
1981; Mende et al., 1984]. What has not yet been well- 
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defined is how this variability manifests itself in the global 
patterns of ionospheric convection and three-dimensional 
electric current systems. While many relevant observations 
exist, they each typically cover only a small portion of the 
entire high-latitude ionosphere, and it has not been easy to 
synthesize them on a continual synoptic basis. 

Many analyses have been carried out to determine the 
average patterns of high-latitude electric fields and their 
associated magnetic variations under different states of 
geomagnetic activity and of the interplanetary magnetic 
field (IMF). Under most conditions the averages show a 
basic two-cell pattern of ionospheric convection, with a high 
electric potential on the dawnside of the polar cap and a 
low potential on the duskside [e.g., Heppner, 1977; Oliver et 
al., 1983; Caudal and Blanc, 1983; Foster, 1984; Holt et al., 
1987; Heppner and Maynard, 1987]. The potential drop 
across the polar cap generally increases with increasingly 
southward IMF [e.g., Reiff et al., 1981; Reiff and Luhmann, 
1986; Foster et al., 1986a]; with increasing magnetic activity 
[Oliver et al., 1983; Holt et al., 1987]; and with increasing 
global flux of auroral precipitating electrons [Foster et al., 
1986b]. The direction of the interplanetary magnetic field 
has an important influence on the configuration of the 
polar-cap convection pattern. In the northern polar cap the 
convection intensifies on the dusk (dawn)side when the 
IMF By component is negative (positive) [e.g., Heelis, 1984; 
de la Beaujardidre et al., 1986]; and part of the convection 
reverses when the IMF B z component is positive [e.g., 
Heelis et al., 1986]. Analyses of magnetic perturbations on 
the ground [e.g., Friis-Christensen and Wilhjelm, 1975; 
Mishin, 1977; Mishin et al., 1979; Matsushita and Xu, 
1982a, b; Levitin et al., 1982; Troshichev, 1982; Akasofu et 
al., 1983] and on satellites [e.g., Safiekos et al., 1982; Iijima 
and Potemra, 1982; Potemra, 1985; Zanetti and Potemra, 
1986] indicate patterns of ionospheric and field-aligned mag- 
netospheric electric currents that are generally consistent 
with the various electric field and convection patterns. 
Computer simulation models, even with relatively simple 
assumptions [e.g., Harel et al., 1981; Crooker and Siscoe, 
1981; Barbosa, 1984] can reproduce many main features of 
the observations on the Earth's surface and in space. 

What the above statistical analyses lack is the ability to 
define the actual instantaneous electric-field and current 

patterns at any one moment in time. The differences 
between the predictions of a statistical model and actual 
measurements are sometimes quite large, especially during 
substorms [e.g., Sojka and Schunk, 1986; Foster et al., 
1986b]. A technique that has been developed to try to map 
the electric fields and currents over the entire polar region 
at one time is that of direct calculation from a mapped 
equivalent current pattern derived from ground-based mag- 
netometer data [e.g., Mishin et al., 1979, 1986; Kamide et 
al., 1981]. When applied to statistically averaged equivalent 
current distributions, this technique yields average convec- 
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Fig. 1. Schematic diagram showing elements of the mapping procedure. There are potentially several 
types of data about the electric fields, currents, and magnetic variations that can be used to obtain fitted 
distributions (left side). Similarly, several types of data may be available to help determine the conduc- 
tances (right side). The basis functions for the various electrodynamic parameters are physically interre- 
lated (see text), such that a single set of fitted coefficients is applicable simultaneously to the fitted distri- 
butions of all electrodynamic parameters. • is the electrostatic potential; • is the electric field; •' is the 
height-integrated horizontal ionospheric current density; Jll is the field-aligned current density; A/• is the 
magnetic perturbation field; and Zp, ZH are the Pedersen and Hall conductances. 

where E is the ionospheric conductance tensor. For simpli- 
city we are assuming vertical geomagnetic field lines and we 
are neglecting any dynamo effects of thermospheric winds, 
which tend to be relatively unimportant at auroral lati- 
tudes. A/• i is computed from the three-dimensional 
current system composed of •/ and Jlli, plus an appropri- 
ate contribution from induced Earth currents. By requiring 
the basis functions to be interrelated in this way, we ensure 
that the potential $, the electric field E, etc., are interre- 
lated in the same physical way, as long as the same 
coefficients a i are used in (1)-(5)simultaneously. 

In the present work we use some simplifying approxima- 
tions to relate geomagnetic perturbations to the three- 
dimensional current system. We assume that all currents 
above the ionosphere are strictly radial, thus ignoring the 
tilt of geomagnetic field lines. In this approximation 
ground-based magnetic variations can be associated solely 
with the toroidal (divergence-free) component of height- 
integrated ionospheric current, since the combination of 
field-aligned currents plus irrotational horizontal ionos- 
pheric currents produces no magnetic effects below the iono- 
sphere [e.g., Fukushima, 1976]. The toroidal ionospheric 
current is then identical with the so-called equivalent hor- 
izontal ionospheric current. Sun et al. [1985] have examined 
the effects of nonvertical field-aligned currents, and have 
found magnetic perturbation differences of the order of 10% 
from the vertical field-line case. Our approximation also 
ignores the effects of magnetospheric ring currents, which 
may have an important influence at lower latitudes if not 
removed from the data. 

To estimate the magnetic effects of currents induced 
within the Earth we use the approximation of a perfectly 
conducting layer at a depth of 250 km, overlain by a per- 
fect insulator. This conductor carries exactly enough 

current to cancel entirely the vertical component of 
magnetic variation at this depth. The depth was chosen 
based on the study of Richmond and Baumjohann [1984]. 
Although this approximation gives only a rough estimate of 
the Earth current effects on ground-level magnetic pertur- 
bations, these effects are in any case usually significantly 
less than those of the ionospheric currents, so that the 
errors in the total computed magnetic variations are accept- 
able. A more accurate approximation should use a more 
realistic model of Earth conductivity, and calculate the 
induced current effects as a function of temporal frequency 
of the external variations [e.g., Mareschal, 1976]. 

In order to keep our inversion procedure linear, which 
avoids considerable mathematical complication, we assume 
that the conductance tensor in the ionosphere is predeter- 
mined. In a later section we take up the problem of deter- 
mining the conductance from various types of observations, 
and indicate how errors in the conductance affect our pro- 
cedure. For the moment, let us assume E is known. 

The approach we use is one involving statistical concepts, 
i.e., expected values and variances of quantities. The advan- 
tage of this approach is that it allows us to be quantitative 
about what we mean by optimized values and errors. It is 
necessary to hypothesize that a statistical ensemble of cases 
is available from which to define averages, expected values, 
and variances. In practice some of the characteristics of the 
ensemble can be estimated when large collections of data 
are statistically processed. However, we usually do not 
have all of the required statistical information available 
that the technique developed here needs. It is therefore 
sometimes necessary in practice to make educated guesses 
about the statistical properties of the system, until such 
time as actual determinations of these properties become 
available. 

Let us use angle brackets to denote the statistically 

Vision for the future observing systems 
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where E is the ionospheric conductance tensor. For simpli- 
city we are assuming vertical geomagnetic field lines and we 
are neglecting any dynamo effects of thermospheric winds, 
which tend to be relatively unimportant at auroral lati- 
tudes. A/• i is computed from the three-dimensional 
current system composed of •/ and Jlli, plus an appropri- 
ate contribution from induced Earth currents. By requiring 
the basis functions to be interrelated in this way, we ensure 
that the potential $, the electric field E, etc., are interre- 
lated in the same physical way, as long as the same 
coefficients a i are used in (1)-(5)simultaneously. 

In the present work we use some simplifying approxima- 
tions to relate geomagnetic perturbations to the three- 
dimensional current system. We assume that all currents 
above the ionosphere are strictly radial, thus ignoring the 
tilt of geomagnetic field lines. In this approximation 
ground-based magnetic variations can be associated solely 
with the toroidal (divergence-free) component of height- 
integrated ionospheric current, since the combination of 
field-aligned currents plus irrotational horizontal ionos- 
pheric currents produces no magnetic effects below the iono- 
sphere [e.g., Fukushima, 1976]. The toroidal ionospheric 
current is then identical with the so-called equivalent hor- 
izontal ionospheric current. Sun et al. [1985] have examined 
the effects of nonvertical field-aligned currents, and have 
found magnetic perturbation differences of the order of 10% 
from the vertical field-line case. Our approximation also 
ignores the effects of magnetospheric ring currents, which 
may have an important influence at lower latitudes if not 
removed from the data. 

To estimate the magnetic effects of currents induced 
within the Earth we use the approximation of a perfectly 
conducting layer at a depth of 250 km, overlain by a per- 
fect insulator. This conductor carries exactly enough 

current to cancel entirely the vertical component of 
magnetic variation at this depth. The depth was chosen 
based on the study of Richmond and Baumjohann [1984]. 
Although this approximation gives only a rough estimate of 
the Earth current effects on ground-level magnetic pertur- 
bations, these effects are in any case usually significantly 
less than those of the ionospheric currents, so that the 
errors in the total computed magnetic variations are accept- 
able. A more accurate approximation should use a more 
realistic model of Earth conductivity, and calculate the 
induced current effects as a function of temporal frequency 
of the external variations [e.g., Mareschal, 1976]. 

In order to keep our inversion procedure linear, which 
avoids considerable mathematical complication, we assume 
that the conductance tensor in the ionosphere is predeter- 
mined. In a later section we take up the problem of deter- 
mining the conductance from various types of observations, 
and indicate how errors in the conductance affect our pro- 
cedure. For the moment, let us assume E is known. 

The approach we use is one involving statistical concepts, 
i.e., expected values and variances of quantities. The advan- 
tage of this approach is that it allows us to be quantitative 
about what we mean by optimized values and errors. It is 
necessary to hypothesize that a statistical ensemble of cases 
is available from which to define averages, expected values, 
and variances. In practice some of the characteristics of the 
ensemble can be estimated when large collections of data 
are statistically processed. However, we usually do not 
have all of the required statistical information available 
that the technique developed here needs. It is therefore 
sometimes necessary in practice to make educated guesses 
about the statistical properties of the system, until such 
time as actual determinations of these properties become 
available. 

Let us use angle brackets to denote the statistically 
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properties of electric field (or equivalently, velocity) fluc-
tuations have been the subject of many studies [e.g., Kintner,
1976; Weimer et al., 1985; Ishii et al., 1992; Earle and
Kelley, 1993; Heppner et al., 1993; Tam et al., 2005;
Golovchanskaya et al., 2006; Parkinson, 2006; Abel et al.,
2007]. To estimate the contribution to the total electric
field in the ionosphere and to the amount of energy input to
the atmosphere, several statistical studies have also investi-
gated the absolute magnitudes of small-scale electric field
variability observed in the ionosphere [Heppner et al., 1993;
Johnson and Heelis, 2005; Golovchanskaya et al., 2006;
Golovchanskaya, 2007; Matsuo and Richmond, 2008].
These statistical studies were all based on data from the
Dynamics Explorer (DE) 2 spacecraft, which operated for
!1.5 years (August, 1981 to February, 1983) during the
declining phase of solar cycle 21.
[5] This paper seeks to characterize the statistical proper-

ties of small-scale spatial and temporal variability observed
by the Super Dual Auroral Radar Network (SuperDARN)
high-frequency (HF) radars in order to better understand the
nature and possible drivers of electric field variability in the
ionosphere, thereby enabling improved representation of this
small-scale component in empirical or statistical models of
ionospheric convection electric fields.
[6] Section 2 describes the method used to calculate small-

scale electric field variability, section 3 describes the statis-
tical characteristics of this small-scale variability and
section 4 discusses possible implications of the results in
context of previous studies.

2. Technique

[7] We first describe the selection of velocity data, the
technique of calculating small-scale variability, and the

selection of other geophysical and interplanetary data for
organizing the variability data.

2.1. Velocity Data
[8] Velocity data are obtained from the SuperDARN HF

coherent backscatter radars located in the high-latitude
regions of both hemispheres. These radars provide mea-
surements of the line-of-sight (LOS) component of the bulk
E " B drift of F-region ionospheric plasma in the regions
sampled by their fields of view (FOVs). All the radars
included in this study transmit along 16 (electronically
steered) beams within !50# FOVs. In the typical radar
operating mode (the only mode used in this study), the
velocity data have a spatial resolution of 45 km in the LOS
direction and the entire FOV is sampled once every 2 min.
Because the velocity determination relies on Doppler shift
information, velocities above a maximum magnitude of
!2000 m/s (dependent on the operating frequency) are
aliased, limiting the range of velocity fluctuation magnitudes
that can be accurately measured.
[9] For this study, 48 months of data (8 months per year)

are used from 1999–2004, encompassing the maximum of
solar cycle 23. In the Northern Hemisphere, data from
February, April, May, June, July, August, October and
December are included from each year, while in the South-
ern Hemisphere, January, February, April, June, August,
October, November and December are included. This
selection results in a more equal distribution of data across
seasons, because generally less backscatter is observed dur-
ing summer months [cf. Ruohoniemi and Greenwald, 1997].
During the years considered in this study, 6–9 radars in the
Northern Hemisphere and 4–7 radars in the Southern
Hemisphere were operational. The locations of these radars
and their FOVs are shown in Figure 1. The data coverage

Figure 1. Map showing the locations (dots) and FOVs (shaded triangles) of (a) Northern and (b) South-
ern Hemisphere radars from which data for this study were obtained. The maps are plotted in geomagnetic
coordinates.
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Fig. 2. A sample of the basis functions $i for a longitude 
where fm -- 1. The first four functions for the longitudinal 
harmonic m = 2 are plotted against colatitude 0. Each 
function is labeled with the value of n determined for the 
appropriate generalized Legendre function. 

1 0 [sinO O$i ]_ m • r 2•2•i -- sinO O0 -•- sin20 
---n (n +1) •i 0<0o, 
-- 0 0o• O• •r-0o 

(4t) 

and are orthogonal over the interval 0•0•00: 

O.fo2nSin Od q5 *, -- 2r/n (k )[n (k)-3-1] k --l 
=0 

(42) 

They are not in general orthogonal over the whole Earth, 
although the corresponding vector basis functions •i are. 
The low-latitude portions of the basis functions $i have a 
zero Laplacian, which would correspond to physically 
expected solutions for the case of horizontally uniform 
ionospheric conductivities, with vertical magnetic field lines, 
in the absence of field-aligned currents. 

The eigenvalues n are determined by numerical iteration 
such that 

we truncated the series at I terms, since the finite series 
cannot be complete. However, we still want our truncated 
series to be reasonably complete when it comes to reproduc- 
ing large-scale high-latitude electrodynamic features, and we 
wish it to contain as few terms as necessary, in order to 
keep our computational arrays manageable. W• want the 
truncated terms to be relatively small, and to represent 
only small-scale features, so that we do not have too much 
difficulty in estimating their contribution to C v . 

A choice that satisfies the above general criteria can be 
constructed by combining generalized associated Legendre 
functions at high latitudes with suitable extensions to lower 
latitudes. Specifically, 

ß (o, 
= K1 i p. ]m] (cos0)f m 
= K2i [cot m (O/2)+tan m (O/2)]fm 

O• Oo , O• •r-Oo 
(38) 

Oo • O• •r - Oo 

fm(•b)-- •cosm•b m G0 
-- I m---0 

•/•sin m4 m•0 
(30) 

Here 0 o is the colatitude of the transition between high- 
and low-latitude behavior (which we choose as 34 ø); m is 
longitudinal wave number, which is a unique function of the 
index i; pain is a generalized associated Legendre function 
with non-integral index n (also a unique function of i), and 
Kli and K2i are normalizing constants that cause (21) to 
be satisfied as well as causing $i to be continuous at 0 o . 
The values of n are determined so as to make the slope of 
$i also continuous at 0o. The functions fm are fully nor- 
malized, with a root-mean-square value of 1, and satisfy 

dfm -- m f -m (40) 
d4 

The scalar basis functions $i satisfy 

I dP. ]m](cos 00) 
Pn Ira I( cos 0o) d 0 

(43) 

1 d [cot m (0o/2)+tan m (00/2) ] cot m (0o/2)+tan m (00/2) d 0 

where pain and dpam/d 0 are calculated by series summation 
as in Haines [1985]. An infinite number of eigenvalues n 
satisfy (43) for each value of m. Increasing values of n, for 
a given m, correspond to increasing latitudinal 
wavenumber, and thus we retain only the smaller values in 
our series. For the present work it is adequate to truncate 
m at q- 10 and to take only the first 11-]m[ values of n, 
giving a total of 121 basis functions $i. Figure 2 shows a 
sample of some of the lower order functions for m -- 2. 

Note that the basis function for m =0, n =0isaspe- 
cial case, representing a constant everywhere. It cannot be 
determined from the data, since it has no gradient and 
therefore yields no electric field. It is therefore omitted 
from (19) and subsequent equations. Neither can it be nor- 
malized to satisfy (42). Instead, we specify it to have the 
value 1, and we determine its multiplying coefficient so as 
to make the average electric potential around the equator 
be zero. 

Formulation of Covariance Matrix 

Although it is possible to derive appropriate forms of the 
covariance matrix Cu from statistical analyses of extensive 
data sets (see, for example, Bretherton and McWilliams, 
[1980]; Richmond and Baumjohann, [1984]), such analyses 
have not yet been carried out for high-latitude electric 
fields. However, it is also possible to make an educated 
guess about the appropriate form of C, by considering its 
physical significance, which is the approach we take in this 
section. This guess will represent some ensemble of electro- 
dynamic fields, even though it may not represent closely the 
particular class of fields we are studying. The effect of inac- 
curately specifying C, will be to tend to bias the estimated 
fields toward the class that C, actually represents. How- 

[Richmond and Kamide, 1988] 
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where E is the ionospheric conductance tensor. For simpli- 
city we are assuming vertical geomagnetic field lines and we 
are neglecting any dynamo effects of thermospheric winds, 
which tend to be relatively unimportant at auroral lati- 
tudes. A/• i is computed from the three-dimensional 
current system composed of •/ and Jlli, plus an appropri- 
ate contribution from induced Earth currents. By requiring 
the basis functions to be interrelated in this way, we ensure 
that the potential $, the electric field E, etc., are interre- 
lated in the same physical way, as long as the same 
coefficients a i are used in (1)-(5)simultaneously. 

In the present work we use some simplifying approxima- 
tions to relate geomagnetic perturbations to the three- 
dimensional current system. We assume that all currents 
above the ionosphere are strictly radial, thus ignoring the 
tilt of geomagnetic field lines. In this approximation 
ground-based magnetic variations can be associated solely 
with the toroidal (divergence-free) component of height- 
integrated ionospheric current, since the combination of 
field-aligned currents plus irrotational horizontal ionos- 
pheric currents produces no magnetic effects below the iono- 
sphere [e.g., Fukushima, 1976]. The toroidal ionospheric 
current is then identical with the so-called equivalent hor- 
izontal ionospheric current. Sun et al. [1985] have examined 
the effects of nonvertical field-aligned currents, and have 
found magnetic perturbation differences of the order of 10% 
from the vertical field-line case. Our approximation also 
ignores the effects of magnetospheric ring currents, which 
may have an important influence at lower latitudes if not 
removed from the data. 

To estimate the magnetic effects of currents induced 
within the Earth we use the approximation of a perfectly 
conducting layer at a depth of 250 km, overlain by a per- 
fect insulator. This conductor carries exactly enough 

current to cancel entirely the vertical component of 
magnetic variation at this depth. The depth was chosen 
based on the study of Richmond and Baumjohann [1984]. 
Although this approximation gives only a rough estimate of 
the Earth current effects on ground-level magnetic pertur- 
bations, these effects are in any case usually significantly 
less than those of the ionospheric currents, so that the 
errors in the total computed magnetic variations are accept- 
able. A more accurate approximation should use a more 
realistic model of Earth conductivity, and calculate the 
induced current effects as a function of temporal frequency 
of the external variations [e.g., Mareschal, 1976]. 

In order to keep our inversion procedure linear, which 
avoids considerable mathematical complication, we assume 
that the conductance tensor in the ionosphere is predeter- 
mined. In a later section we take up the problem of deter- 
mining the conductance from various types of observations, 
and indicate how errors in the conductance affect our pro- 
cedure. For the moment, let us assume E is known. 

The approach we use is one involving statistical concepts, 
i.e., expected values and variances of quantities. The advan- 
tage of this approach is that it allows us to be quantitative 
about what we mean by optimized values and errors. It is 
necessary to hypothesize that a statistical ensemble of cases 
is available from which to define averages, expected values, 
and variances. In practice some of the characteristics of the 
ensemble can be estimated when large collections of data 
are statistically processed. However, we usually do not 
have all of the required statistical information available 
that the technique developed here needs. It is therefore 
sometimes necessary in practice to make educated guesses 
about the statistical properties of the system, until such 
time as actual determinations of these properties become 
available. 

Let us use angle brackets to denote the statistically 

xi

� =
X

i

xi i

E⃗ =
∑

i

xi(−∇Ψi)

I⃗⊥ =
∑

i

xi(−ΣP∇Ψi − ΣHb×∇Ψi)

∇ · (ΣP∇Ψi + ΣHb×∇Ψi)

AMIE solves for coefficients of polar-cap vector 
spherical harmonic basis functions 



Observations 

Foster empirical model 

Background 

AMIE example for January 1997 
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[Matsuo et al., 2002, 2005] 

Covariance model with Empirical Orthogonal Functions (EOFs)   

COUSINS ET AL.: SUPERDARN DOMINANT MODES OF VARIABILITY X - 33

Figure 4. The first six dominant modes of variability (EOFs), plotted in the same

format as in Figure 3 (note the change in the lower latitude limit). Panels (a) through

(f) correspond to EOFs 1 though 6 in increasing order.
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Figure 5. The relative contribution of the mean and each EOF to the total observed

squared electric field, plotted on a logarithmic scale.
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[Cousins et al., 2013a]  

EOFs estimated from SuperDARN data  

Cb ≈ QΓQT

Recent AMIE progress – background error covariance  
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SAM available at 
http://vt.superdarn.org/ 

COUSINS ET AL.: SUPERDARN ASSIMILATIVE MAPPING X - 27
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Figure 5. Mapped potential distributions for three selected times, organized by row

and plotted in the same format as Figure 2. Results from the MapPotential procedure are

shown in the left column (panels a, d, and g). Results from the SAM procedure are shown

in both the center column (panels b, e, and h) and the right column (panels c, f, and i),

with errors in the mapped potential added as background coloring in the right column.
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[Cousins et al., 2013b] 
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Toroidal and poloidal decomposition 

Analysis of toroidal fields observed  
by satellite magnetometer 

Recent AMIE progress – solve for magnetic potentials  
in addition to electrostatic potential  

∆B⃗ =
∑

i

xi∇× rΨi

J∥ =
1

µo

∑

i

xi∇2Ψi

[Matsuo et al., 2015]                                           [Cousins et al., 2015a]  

Cb ≈ QΓQT

EOF-based background  
error covariance estimated  
from Iridium/AMPERE data  

Journal of Geophysical Research: Space Physics 10.1002/2014JA020462

Figure 7. Correlation in zonal magnetic perturbations centered about (a) dawn and (b) noon at 68∘ magnetic latitude.
Solid lines indicate meridional cuts (for latitudes given at bottom) and dashed lines indicated zonal cuts (for MLTs given
at top) through the two-dimensional correlation function.

equal to correlations with AE.) Correlation coefficients are calculated and displayed separately for data from
the two hemispheres, as well as for the complete data set. The 95% confidence interval in the correlation coef-
ficient values is estimated (using bootstrap resampling, e.g., Efron and Tibshirani [1993]) to be ∼0.1. EOF 1 is
found to correlate strongly with AE and IMF Bz in both hemispheres, while EOF 2 is only weakly correlated
with AE and is oppositely correlated with IMF By in the two hemispheres (even though the antisymmetri-
cal response to IMF BY is accounted for by reversing the sign of IMF BY in the Southern Hemisphere). EOF 3
is strongly correlated to IMF BY in both hemispheres but more strongly in the south than in the north. The
remaining EOFs are only moderately correlated, if at all, to geophysical parameters.

It should be noted that only a narrow range of geophysical conditions were present during the particular
week considered in this study, and the EOF properties presented here are likely influenced to some extent by
the characteristics of this week. Because the study period came near a solstice, winter-like and summer-like
conditions are represented, but not equinox. Additionally, as shown in Figure 1, the study period con-
tained predominantly quiet geomagnetic conditions, with only a moderate disturbance in the interplanetary
medium impacting the geospace system. The planetary geomagnetic activity index Kp had a median value
of 1+, a maximum value of 4, and was less than 3− for 77% of the time. Although the study period lacked any
geomagnetic storm conditions, it is representative of typical geomagnetic conditions; e.g., the distribution of
Kp values is approximately the same as that reported by Cousins et al. [2013] for January 2011 to August 2012.

Table 1. EOF Coefficient Correlationsa

EOF 1 2 3 4 5 6

Mode Strengthening Expanding/Rotating Cusp Shaping - - -

Correlations for Northern Data

Top AE: 0.91 BY : 0.25 BY : −0.56 AE: 0.34 Vsw: 0.11 BZ : 0.26

2nd BZ : −0.64 AE: 0.22 AE: −0.46 BY : −0.20 BY : −0.09 AE: 0.26

Correlations for Southern Data

Top AE: 0.82 AE: 0.25 BY
b: −0.82 Tiltc: −0.30 BZ : 0.40 Tiltc : 0.22

2nd BZ : −0.66 BY
b: −0.24 Tiltc: −0.23 Vsw: −0.18 Tiltc : 0.40 AE: 0.19

Correlations for All Data

Top AE: 0.84 AE: 0.24 BY
b: −0.68 Tiltc: −0.35 BZ : 0.24 BZ : 0.12

2nd BZ : −0.63 SYM-H: −0.17 Tiltc: −0.25 AE: 0.14 AE: −0.11 Tiltc: 0.33
aCorrelation coefficients are given for the two parameters that correlate most strongly with each EOF.
bThe sign of IMF BY is reversed in the Southern Hemisphere.
cThe sign of the dipole tilt is reversed in the Southern Hemisphere.
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[Matsuo et al., 2015] 
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[Mcgranaghan et al., JGR, 2016a] 

1205 – 1215 UT 1135 – 1225 UT 

DMSP F15-F18/SSUSI 
auroral emission 135.6 nm 

NEW                         OLD

Recent AMIE progress – Assimilative mapping of 
conductance update 
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Figure 1. Diagram of variables involved in the OI procedure. Variables at the top represent local observations, from
which a global (a) electric or (b) magnetic potential distribution (expressed as an expansion of basis functions, H) can be
estimated using the OI technique (solving equations (4) and (3)). From the global potential distributions, global
distributions of electrodynamic variables of interest can be calculated, as indicated at the bottom of the figure. Boxed
“Σ” symbols indicate where knowledge of conductance is required to relate a pair of variables.

1 is used as the background model. When working in terms of electrostatic potential, the empirical convection
model developed by Cousins and Shepherd [2010] using SuperDARN data (referred to hereafter as the CS10
model) is used. This model, unlike the mean magnetic potential distribution, is parameterized by geophysi-
cal parameter values (including solar wind conditions, hemisphere, and dipole tilt—a season-like parameter)
and thus varies with time. This is the same background model as is used in the SAM procedure described by
Cousins et al. [2013a].

Finally, the OI technique relies on error information for both the observations and the background model.
The SuperDARN observational error covariance and the CS10 model error covariance used in this study are
the same as those used in the SAM procedure described by Cousins et al. [2013a]. As described in more detail
by Cousins et al. [2013a], the observational errors (which encompass both measurement errors and trunca-
tion errors due to the use of a finite set of basis functions) are estimated from subresolution variability in the
plasma drift measurements and are assumed to be independent. The CS10 model error covariance is defined
based on EOF analysis of a ∼2 year data set of SuperDARN observations. One difference from the errors used
by Cousins et al. [2013a] is that the observational error variances are multiplied by a factor of 2 for this study.
This factor is included because SuperDARN observations have been found to be somewhat inconsistent with
similar observations from other instruments [e.g., Drayton et al., 2005], likely due to uncertainties in geolocat-
ing the SuperDARN observations and due to the effect of the nonunitary ionospheric index of refraction on
the HF radar signal, which is not accounted for in SuperDARN data processing [Gillies et al., 2009, 2011]. Such
inconsistencies suggest that a SuperDARN-only variability-based estimate of observational error would likely
underestimate the true error.

The AMPERE observational and background model error covariances are estimated using a similar method
to that used for SuperDARN errors. AMPERE observational errors are estimated based on small-scale local
variability, as described in Paper 1. As with SuperDARN observations, the AMPERE observational errors are
assumed to be independent in order to keep the error covariance matrix diagonal and keep the analysis
tractable. Also, following Cousins et al. [2013a], the observational error variances are scaled by a constant fac-
tor at each time step depending on the number of observations available, with the scaling factor given by

4
√

L, where L is the number of observations. This factor is ∼4 and ∼8 for standard and high-rate data, respec-
tively, and accounts for components of observational error not captured by the variability-based estimate
(e.g., measurement errors) and helps prevent overweighting of the high-rate AMPERE data, which have a small
spatial resolution compared with that of the analysis described in this study and are not likely independent
as assumed previously.

The error covariance of the AMPERE-based background model is estimated based on the EOF analysis
described in Paper 1. The set of universal EOFs described therein, together with the covariance matrix of their
coefficient values, describes the error covariance of the universal mean magnetic potential distribution, which

COUSINS ET AL. MAPPING WITH SUPERDARN AND AMPERE 5

[Cousins el at., 2015b] 

current continuity  

Recent AMIE progress – Dual optimization of 
electrostatic and troidal magnetic potential  
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Figure 5. Distributions of electrostatic potential and FAC density, with uncertainties,

and of Poynting flux for 0050–0100 UT, 29 November, 2011, following the format of Figure

4.
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High-latitude electrodynamics 17 0050-0100 UT, November 29, 2011 
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Table 4. Conductance Model Evaluationa

Median Absolute Deviations (m/s or nT)

Conductance Model C2015 I C2015 II M2016 SL I M2016 WL I M2016 WL II M2016 WL I + SSUSI Augment

(Nightside Values) ΣH > 0.8; ΣH,P > 4.0 ΣH > 0.8; ΣH > 0.8; ΣH,P > 4.0 ΣH > 0.8;

ΣP > 0.4 ΣP > 0.4 ΣP > 0.4 ΣP > 0.4

30 November

!B → V 684.20 149.77 392.51 382.69 145.69 359.14

V→ !B 36.88 39.03 37.03 37.03 38.98 37.84

26 November to 2 December 2011

!B → V 534.31 146.65 368.55 362.42 145.92 358.22

V→ !B 33.91 34.67 34.05 33.95 35.54 33.98
aMedian absolute deviation values are given for using SuperDARN to predict AMPERE (V→ !B) in nT and vice versa in

m/s, with estimated uncertainty values of ∼0.2 nT and ∼1 m/s, respectively [Cousins et al., 2015a].

Cases with the increased background conductances (C2015 II and M2016 WL II) reveal slightly lower MADs
using the OI results, but the discrepancies are comparable. This suggests that such background levels essen-
tially bring SuperDARN and AMPERE data into agreement by altering the overall conductance magnitude,
rather than realistically describing the conductance spatial distribution.

Temporal and spatial evaluation metrics are also important. Figures 8 and 9 detail the observation-prediction
comparisons for the Northern Hemisphere when MADs are binned by time and spatial location,
respectively. Figures 8a–8c show the Borovsky coupling function (BCF) [Borovsky, 2013] (black trace, left y axis)
and AE index (green trace, right y axis), V → !B MADs, and !B → V MADs as a function of time, respectively,

Figure 8. Temporal dependence of observation-prediction MADs using (b) SuperDARN to predict AMPERE (V → !B) or
(c) AMPERE to predict SuperDARN (!B → V) over the 26 November to 2 December 2011 analysis time period. (a) The
Borovsky coupling function (black trace, left y axis) and AE index (green trace, right y axis) over the same period.
(d and e) The same parameters magnified for 30 November 2011. MADs have been binned according to time
(i.e., a single MAD value was calculated from all spatial locations at a given time).

MCGRANAGHAN ET AL. OI ANALYSIS OF IONOSPHERE CONDUCTIVITIES 4913

[Mcgranaghan et al., 2016] 

Recent AMIE progress – New assimilative mapping of 
conductance improves agreement of AMPERE and 
SuperDARN observations 
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Recent AMIE progress as AMIE NextGen 

[Cousins et al., 2013b, 2015b; Matsuo et al., 2015; Mcgranaghan et al., 2016a] 

Journal of Geophysical Research: Space Physics 10.1002/2014JA020463

Figure 7. Distributions of electrostatic potential, FAC density, and Poynting flux for 1500–1510 UT, 29 November 2011,
following the format in Figure 3. Results are shown for (a–c) the Northern Hemisphere and (d–f ) the Southern
Hemisphere.

Results from both hemispheres from an example snapshot (29 November, 1500 UT) are shown in Figure 7,
following the format in Figure 3. The IMF is BY dominated at this time, and both the convection pattern and
the dayside FAC distribution have different morphologies in the two hemispheres, as expected [e.g., Feldstein
et al., 1984; Heppner and Maynard, 1987]. The electrostatic potential and FAC density values are larger in the
South than in the North, and the Poynting flux is significantly enhanced in the South, especially in the polar

Figure 8. Distributions of electrostatic potential, FAC density, and Poynting flux for 0900–0910 UT, 29 November 2011,
following the format in Figure 7.
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AMIE NextGen and beyond - extending capabilities for  
    the assimilative mapping of ionospheric electrodynamics  
    to exploit new geospace instrumentation capacity

①  New prior covariance models derived from SuperDARN and AMPERE data 
to better account for the prior model uncertainty. 

②  Optimization problem now solved in terms of both magnetic potential and 
electrostatic potential to take advantage of the global monitoring of multiple 
electrodynamics variables (e.g, SuperDARN, AMPERE, and SuperMag). 

③  Improved conductance specification from DMSP data to facilitate a self-
consistent inference of electrodynamics variables. 

④  Towards 3D mapping enabled by 3D conductivity mapping. 
⑤  Towards non-Gaussian stochastic parameterization of subgrid scale high-

latitude ionospheric electrodynamics processes. 
⑥  Open shared source Python version of AMIE and AMIE Nextgen - AMIEPy 

References: Richmond and Kamide, JGR,1988; Richmond, JGG, 1995; Matsuo et al., 
GRL., 2002; Matsuo et al., JGR, 2005; Cousins et al., JGR 2013a, 2013b, 2015a, 2015b; 
Matsuo et al., JGR, 2015; Mcgranaghan et al., JGR, 2015, 2016; Mcgranaghan et al., GRL, 
2016; Fan et al., JASA, 2017, AAS, 2017.  
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