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SWON focus areas

•  Geomagnetically induced currents 
•  Thermospheric expansion 
•  Ionospheric disturbances 
•  The aurora 

•  For the operational system to be successful, specific 
objectives should be identified for each area. 
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Example: Distributed sensing
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Courtesy of M. Conde. [Anderson, Conde, 
and McHarg, 2012] 

e.g., Objective: to enable 
auroral forecasts 
 
What is the service?  
•  Provision of data  
•  What latency, what rate, 

synchronization, what 
levels data products, what 
scale sizes?   

•  Real-time science 
required? 

Who are the users?   
•  Modelers, data 

assimilators, instrument 
developers?  The public? 
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Example: Sunburst system

•  e.g., provide 
evidence of GICs 

•  EPRI project 
measuring GIC 
events in actual 
systems 

•  http://
sunburstproject.ne
t/index.html 
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Metrics

•  Metrics for successful operation of each objective 
should be defined. 

•  Requirements would then follow, for each metric. 

•  The metrics may actually be competing and require 
tradeoffs in system design. 

–  E.g., availability, network resolution vs coverage, latency, 
rate 
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Example

•  Federal Aviation Administration’s Wide Area 
Augmentation System (WAAS) 
–  Distributed homogeneous array for ionospheric monitoring 

with master control stations processing for near real-time 
broadcast 

•  Objective: to provide precision approach service for 
civilian aircraft using GPS 
–  Primary guidance down to 200 ft height for Category I 

service. 

•  Metrics: accuracy, integrity, availability, continuity 
–  Formally defined probabilistically, e.g., probability of 

hazardously misleading information 10^-7 per approach 
–  Risk trees, prior probabilities of faults 
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Requirements

•  Heterogeneous network: system of subsystems 
approach 
–  Define requirements for each at network level, and if 

needed, at individual unit level. 
•  Performance-based requirements vs. instrument-

specific requirements 
–  Trades off generality and modularity of network for ease of 

quantification 
•  Life cycle 

–  OSSEs 
–  Test-bed 
–  Full system in phases 
–  Upgrades 
–  Winding down/obsolescence 

•  Data training sets, validation sets. 
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Standardization and attention 
to user interface

•  Lowers the barriers to research entry 
•  Example: Global Navigation Satellite System 

(GNSS) networks, e.g., International GNSS Service 
–  Single repository with map and standardized recording of 

site history gives ease of use. 
–  User-contributed 
–  Nothing draws a crowd like a crowd! 
–  Receiver INdependent EXchange (RINEX) format 

»  Text file header specifies which observables are 
provided 

»  One RINEX script covers 1000s of receivers! 
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Example: UNAVCO
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Data science needs

•  User-based requirements, e.g., data assimilators 
may want to provide 
–  Forecasting with uncertainty quantification 
–  Actionable forecasts for space weather 

•  How much overlap between understanding 
(modeling) and prediction (data assimilation) is 
required? 
–  No number of measurements or observations would give all 

possible states/parameters 
–  Deterministic vs probabilistic approaches 
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Error modeling

•  One challenge of applied data-driven methods for 
the MIT system is error characterization both of 
measurements and underlying models 

•  Why needed? 
–  Measurement error models are needed for accuracy and 

integrity (“trustability”). 
–  Model uncertainties – a broader problem for all fields 
–  Significantly influence results of data assimilation when 

using optimized methods. 
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Example: Assimilation of Ne, 
for Φ and u
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Assimilation of Ne and u, for 
Φ and u
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Miladinovich, D. (2018), PhD dissertation. 



Summary of areas of thought/
discussion

•  Operational considerations 
–  Objectives – understanding vs prediction not identical 
–  User need-based metrics and requirements 
–  Life cycle from test-bed to phases, to upgrades, to winding 

down? 
–  Services to enable user productivity 

•  Data science needs 
–  Measurement error models 
–  As users, algorithm developers of filtering/learning methods 

need process and measurement noise characterization 
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