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This talk will provide an overview of the big-picture CEDAR research questions.
What are we trying to answer by studying the detailed processes below?
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region of geospace possesses several distinguishing characteristics that define it as a domain for compel-
ling scientific inquiry and warrant the attention of a decadal survey with an explicit focus on solar and 
space physics’ connections to a technological society. Notably, this region serves as a “final link” in the 
transfer of energy within the solar-terrestrial chain. The primary drivers for variability in the region consist 
of direct solar energy in the form of extreme ultraviolet (EUV) and ultraviolet (UV) radiation, solar energy 

FIGURE 8.1 A depiction of the atmosphere-ionosphere-magnetosphere (AIM) system and the major processes that occur 
within that system. Absorption of short-wavelength solar radiation accounts for a large fraction of the heat input. Energetic 
particles, mostly from the magnetosphere, enhance the ionospheric conductance at high latitudes and modify the electrical 
currents that flow between the ionosphere and magnetosphere. Magnetospheric convection imposes electric fields that 
drive currents in the lower part of the ionosphere and set the ionospheric plasma into motion at higher altitudes, with 
a portion escaping into geospace and beyond. These injections of energy drive a global thermospheric circulation that 
redistributes heat and molecular species upwelling from the heated regions and also excites a spectrum of waves that 
redistribute energy both locally and globally. Planetary waves, tides, and gravity waves propagate upward from the lower 
atmosphere, deposit momentum into the mean circulation, and generate electric fields via the dynamo mechanism in the 
lower ionosphere. Dynamo electric fields are also created by disturbance winds. Neutral winds and electric fields from these 
combined sources redistribute plasma over local, regional, and global scales and sometimes create conditions for instabil-
ity and production of smaller-scale structures in neutral and plasma components of the system. SOURCE: Courtesy of Joe 
Grebowsky, NASA Goddard Space Flight Center.
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Areas to be (briefly) discussed

1. High latitude forcing and the MTI response

2. Meteorological driving of the MTI

3. The growing number of observations

4. Simulating the above in numerical models

MTI – Mesosphere, Thermosphere, and Ionosphere



High-latitude forcing and MTI response

http://ampere.jhuapl.edu/
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What is the distribution in space and time of the high-latitude energy inputs? 



What is the distribution in space and time of the high-latitude energy inputs? 
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What is the distribution in space and time of the high-latitude energy inputs? 

What is the energy input due to small-scales?

flexible options for the grid size. Furthermore, one of the distinct differences of GITM from other GCMs is that
it relaxes the hydrostatic assumption so that it can capture acoustic waves (e.g., Deng et al., 2008, 2011; Lin
et al., 2017; Zhu et al., 2017). More details about GITM can be found in Ridley et al. (2006).

One important step for the simulation work in this study is to estimate Joule heating in GITM by using equa-
tion (1). The electric field and particle precipitation in GITM are specified from the statistical analysis of DE-2
data in this study. The ionization rate due to the particle precipitation can be calculated by using the formu-
lation described by Frahm et al. (1997) and the partitioning of ionization rates among O+, O2

+, and N2
+

described in Rees (1989). The ionization due to the solar radiation in GITM can be specified by chemical reac-
tions in Rees (1989) or Torr et al. (1979). With these information, the electron density is calculated from the
continuity equation and the conductivity is calculated using the electron density, magnetic field and
collision frequencies.

3. Results and Discussion
3.1. Electric Field and Particle Precipitation on Different Scales

In order to extract the small-scale and mesoscale spatial variabilities from the electric field as well as the par-
ticle precipitation observations, a 500-km moving window is applied on the data along each pole-pass track.
It is worth noting that the satellite measurement involves both spatial and temporal variations. However, if it
is assumed that structures the satellite encounters are stationary for a short period (~1–2 min), the time series
data from the satellite can be converted to spatial data by using the speed of the satellite (Chen & Heelis,
2018). Since DE-2 travels 500 km in ~63 s, we believe that most of the variabilities extracted by the 500-km
moving window are spatial variability below 500 km. One example using the moving window is shown in
Figure 1. For the left column, the black lines indicate the derived quantities (Ed1, Ed2, electric field intensity,
and particle energy flux, top to bottom) from the electric field and particle precipitation measurements.
The red line in each plot indicates the smoothed result for the corresponding quantity after applying the
500-kmmoving window, which represents the large-scale structure of that quantity. The differences between
the red and the black lines in each plot are referred to as the small-scale and mesoscale variabilities of the

Figure 1. (left): Observations (black) and large-scale structures (red, which are averages in a 500-km moving window) of
(a) magnetic eastward (Ed1) and (b) equatorward (Ed2) components of the electric field, (c) the electric field intensity,
and (d) the particle energy flux along one track on Day 303, 1982; (right) small-scale and mesoscale variabilities (which are
residuals after subtracting the average from the observation) of corresponding parameters shown in the left column.
The UT is in the format of HHMMSS. MLAT = magnetic latitude; MLT = magnetic local time.
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flexible options for the grid size. Furthermore, one of the distinct differences of GITM from other GCMs is that
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described in Rees (1989). The ionization due to the solar radiation in GITM can be specified by chemical reac-
tions in Rees (1989) or Torr et al. (1979). With these information, the electron density is calculated from the
continuity equation and the conductivity is calculated using the electron density, magnetic field and
collision frequencies.

3. Results and Discussion
3.1. Electric Field and Particle Precipitation on Different Scales

In order to extract the small-scale and mesoscale spatial variabilities from the electric field as well as the par-
ticle precipitation observations, a 500-km moving window is applied on the data along each pole-pass track.
It is worth noting that the satellite measurement involves both spatial and temporal variations. However, if it
is assumed that structures the satellite encounters are stationary for a short period (~1–2 min), the time series
data from the satellite can be converted to spatial data by using the speed of the satellite (Chen & Heelis,
2018). Since DE-2 travels 500 km in ~63 s, we believe that most of the variabilities extracted by the 500-km
moving window are spatial variability below 500 km. One example using the moving window is shown in
Figure 1. For the left column, the black lines indicate the derived quantities (Ed1, Ed2, electric field intensity,
and particle energy flux, top to bottom) from the electric field and particle precipitation measurements.
The red line in each plot indicates the smoothed result for the corresponding quantity after applying the
500-kmmoving window, which represents the large-scale structure of that quantity. The differences between
the red and the black lines in each plot are referred to as the small-scale and mesoscale variabilities of the

Figure 1. (left): Observations (black) and large-scale structures (red, which are averages in a 500-km moving window) of
(a) magnetic eastward (Ed1) and (b) equatorward (Ed2) components of the electric field, (c) the electric field intensity,
and (d) the particle energy flux along one track on Day 303, 1982; (right) small-scale and mesoscale variabilities (which are
residuals after subtracting the average from the observation) of corresponding parameters shown in the left column.
The UT is in the format of HHMMSS. MLAT = magnetic latitude; MLT = magnetic local time.

10.1029/2018JA025771Journal of Geophysical Research: Space Physics

ZHU ET AL. 9865

used to calculate Joule heating. It is effectively assumed that the variability of the particle precipitation is not
correlated with the variability of the wind when calculating Joule heating, although this assumption might
not be valid under certain circumstances (e.g., Zou et al., 2018). Figure 4a shows the 4-min average of
height-integrated Joule heating from Run 1.

On the basis of Run 1, the small-scale and mesoscale electric field variabilities are further included in Run 2 to
assess its impact on the Joule heating. Similar to the way to include the large-scale electric field variability, the
standard deviations of variabilities of small-scale andmesoscale Ed1 and Ed2 components in each bin are used
to construct the small-scale and mesoscale variable electric field introduced into GITM, with the flip cadence
of 1 min. Here the different choice of flip cadence for the small-scale and mesoscale variable electric field
from that for the large-scale variable electric field is based on the assumption that electric field variabilities
are not correlated across different scale sizes. Run 2 uses the same particle precipitation as Run 1. Figure 4b
shows the 4-min average of the Joule heating from Run 2. It is seen that there is a ~27% enhancement in
the hemispheric integrated Joule heating after including the small-scale and mesoscale electric field
variabilities as compared with the Joule heating in Run 1 (Figure 4a). Combining the results shown in
Figures 4a and 4b together, it is clear that the small-scale and mesoscale electric field variabilities play
significant roles in accurately specifying the Joule heating (Codrescu et al., 1995).

Figure 4. (a) Height-integrated Joule heating for the case without small-scale and mesoscale (SMS) variabilities (Run 1); (b) height-integrated Joule heating for the
case including the small-scale and mesoscale electric field variability (Run 2); (c) height-integrated Joule heating for the case including the small-scale and
mesoscale variabilities in both electric field and particle precipitation and the correlation between them has been considered (Run 3), and Figures 4a–4c represent
the 4-min average of Joule heating outputs between 00:08:00 and 00:12:00, 23 September 2002; (d) percentage difference between Runs 2 and 3. The
hemispherical-integrated heating is labeled at the bottom right of Figures 4a–4c. All plots are presented in geographic coordinates.
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What is the distribution in space and time of the high-latitude energy inputs? 

What is the conductivity in the high-latitude ionosphere?

(Huang et al., 2012)

Neutral temperature response at 400 km 
due to Joule heating at different altitudes.  



What is the MTI response to geomagnetic storms?

Why are some storms “anomalous” in our ability to model the MTI response?

(Knipp et al., 2013)



What is the MTI response to geomagnetic storms?

Why are some storms “anomalous” in our ability to model the MTI response?

magnetically equatorial region. The latitudinal range of TEC enhancement reduced on 9 September, but
there were still TEC increases at low latitudes in the Northern Hemisphere and over the equatorial region.
The TEC enhancements on 10 and 11 September were remarkably large in the EIA regions, and they were
roughly hemispherically symmetric. This is unique since negative ionospheric storm effects are often

Figure 4. Same as Figure 3 but for the Southern Hemisphere. TEC = total electron content; GEO = geostationary orbit.

Figure 5. Variations of differential total electron content (TEC) obtained from Beidou geostationary orbit 1 with respect to
the monthly averaged vertical TEC as a function of ionospheric pierce point latitudes over the Asian-Australian sector
from 7 to 12 September 2017. The horizontal dashed line denotes the latitude of the geomagnetic equator at the longitude
of 110°E. The discontinuity in the TEC changes at the latitudes of ~12°S is probably associated with the local time offset at
DARW and KAT1 as compared with other stations.
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4.1. Model Simulations

To further understand themultiple-day enhancements of the observed TEC and NmF2 in the Asian-Australian
sector, we carried out two Thermosphere-Ionosphere Electrodynamics Global Circulation Model (TIEGCM)
numerical simulations with actual F10.7 (Run 1) and fixed F10.7 (F10.7 = 90, Run 2) as model inputs. Note that
several large flares occurred during this period, and they were not considered in this study, since the timing
of these flares corresponded to the nighttime in the Asian and Australian longitude. In this study, we used a
high-resolution TIEGCM with 2.5° × 2.5° in geographic coordinates with migrating diurnal and semidiurnal
tides that are imposed at the lower boundary by using the global-scale wave model (Hagan et al., 1999).
We utilized this first principles model of the coupled thermosphere and ionosphere, with self-consistent
electrodynamics, to investigate the dynamics and electrodynamic behavior of the global ionospheric and
thermospheric response to the storm, since the TIEGCM solves self-consistently the ionospheric electrody-
namics at low andmiddle latitudes. The high-latitudinal electric potential was specified by the Weimer model
(Weimer, 2005), which was driven by the observed solar wind and IMF parameters. Therefore, in the model
both wind disturbance dynamo and PPEF contribute to changes of electric fields, but the PPEF is mainly
penetrated from high latitudes without significant attenuation at low and middle latitudes (see Wang
et al., 2008).

The numerical results from Run 1 over the Asian-Australian longitude sector (115°E) are shown in the left
panels of Figure 7. The simulated TECs showed dramatic disturbances on 7 and 8 September, when IMF Bz
oscillated significantly. On 7 September, the TIEGCM generally reproduced the TEC enhancements over the
EIA crest regions and the depletion of TEC over the magnetic equator, as those in the observed GEO-TEC
(Figure 5). During the stormmain phase on 8 September, the simulated TEC also showed significant enhance-
ments at 0–4 UT as the observed TEC did, but it showed decreases in both hemispheres at 4–8 UT, when the
observed TEC still showed an increase in the Northern Hemisphere. Afterward, at 8–12 UT, the simulated TEC
at low latitudes in the Northern Hemisphere and over the equatorial region increased and then it showed
decreases. Overall, the simulation results were generally consistent with the observations during the storm
main phase on 7–8 September, although the magnitudes of the modeled TEC enhancements were smaller.

Figure 7. Changes of (top) simulated total electron content, (middle) NmF2, and (bottom) hmF2 from the default run (left panel) and the fix-F10.7 run (right panel,
F10.7 = 90) along the longitude of 115°E from 7 to 12 September with respect to the quiet time values on 6 September.
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(Lei et al., 2018)
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What is the MTI response to geomagnetic storms?

What drives the IT variability during storms on different spatial and temporal scales?

The MTI response to geomagnetic storms is driven by changes in:

Heating

Neutral winds (large scale and TADs)

Electric fields

Composition



Meteorological Influence on the MTI

Copyright © National Academy of Sciences. All rights reserved.
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carried by the waves can redistribute ionospheric plasma, either through the electric fields generated via 
the dynamo mechanism, or directly by moving plasma along magnetic field lines (Figure 8.11). 

Although the presence and importance of waves are without dispute, the relevant coupling processes 
operating within the neutral atmosphere, and between the neutral atmosphere and ionosphere, involve a 
host of multiscale dynamics that are not understood at present. The connection between tropical convection 
and modification of the ionosphere described above is just one example of emergent behavior that typifies 
the coupling between the lower atmosphere and the IT system. Below, the panel presents its analysis of 
what are the most pressing science questions that must be addressed on this topic in the coming decade, 
particularly with respect to developing a capability to predict the space weather of the IT system. 

A first and fundamental question is, How does the global wave spectrum evolve temporally and spa-
tially in the thermosphere? The TIMED, CHAMP, and GRACE missions provide approximately 2-month 
average tidal climatologies below 110 km and above 400 km, respectively (Figure 8.12), but with little 
information on the intervening region where the tidal and gravity wave spectra evolve with height, dissipate, 

FIGURE 8.10 Schematic of the various mechanisms through which lower-atmosphere processes influence the ionosphere 
and thermosphere. See text for details. SOURCE: Courtesy of Jeffrey M. Forbes, University of Colorado, Boulder, and David 
Fritts, Colorado Research Associates. 

Figure 8-10

(NAS, 2013)



What is the lower atmosphere contribution to variability of the MTI? 

to the magnetic equator (12°S) (as expected for a response to
the eastward electric field), the afternoon suppression in TEC
is more pronounced in the Southern Hemisphere.
[14] To examine average TEC behavior as function of

local time, we choose wide latitude bands computed within
±30° from 10°S. The average TEC in such a wide band is
9.7 TECu at 10 LT and 14.8 TECu at 15 LT, when the daytime
peak is reached. Figure 4 shows changes from this average
TEC during 20–30 January 2009. Prior to SSW, the largest
variations in average TEC are observed mostly at 18–19 LT,
likely driven by the daily variation in the strength of the pre‐
reversal enhancement. The discernable wavelike variation
appears in the daytime TEC on 22 January 2009. As strato-
spheric warming develops, the variation in the TEC increases
in magnitude, maximizing in the period between 25 January
and 30 January 2009, and progressively moves to later local
times. Maximum changes in average TEC reach 8 TECu and
are observed between 9 and 18 LT. Depending on the local

time of the peak change, the maximum relative variation in
average TEC compared to the 10 day mean varies between
38% and 83%.
[15] The daytime character of the observed variation

suggests that it is related to changes in the strength of the
E‐region dynamo, and the timing of the minima and maxima
suggests increased amplitude of the semidiurnal tide as a
major component modulating the E‐region dynamo. Though
the increase in the diurnal tide can also contribute to this
variation, the absence of nighttime change is thought to be
related primarily to the rapid decrease of E‐region electron
density after sunset (i.e., the E region gets disconnected from
the F region). To investigate this in more detail, we fit the
daytime (8–20 LT) TEC differences with a mean and a
semidiurnal component. Figure 5 shows the resulting ampli-
tude (top panel) and phase (middle panel), with filled circles

Figure 3. TEC variation at 75°W in local time and latitude
during the January 2009 SSW. (top) The 10 day mean TEC
prior to SSW. (lower) Differences in TEC from the mean
state during the SSW.

Figure 4. Local time variation of TEC change averaged
over wide latitude range for 11 consecutive days in January
2009. The SSW peaked on 23–24 January 2009. The TEC
data at 75°W averaged from 40°S to 20°N.
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150‐km echoes which are only obtained during the daytime
[e.g., Chau and Woodman, 2004].
[30] The salient features observed in Figure 7 are:
[31] 1. The DTEC is much larger 4–5 days after the peak

SSW temperature, particularly during the daytime. This time
we can observe that such large differences extend 1–2 hours
after local sunset hours (Figure 7a).
[32] 2. The equatorial drift differences exhibit an

enhanced semidiurnal pattern that appear to start few days
before the stratospheric warming. This time, however, the
large amplitude is observed 3–4 days after the peak SSW
temperature (Figure 7b).
[33] 3. Although there are many time gaps in the drift

data, we can see that the drifts after the SSW present more
variability than prior to the warming. Such variability is
accompanied by the large DTEC values observed over
Arecibo.
[34] In the case of 2009, we have also analyzed the foF2

(i.e., F region peak densities) values obtained with the io-
nosonde on site (results not shown here). Doing a similar
analysis to the GPS TEC data, we have also observed similar
perturbations in foF2 values, i.e., the daytime values after
the SSW peak are larger than the values before the SSW
peak. However, these perturbations (percentage wise) are
lower than the TEC perturbations. Such differences indicate
that besides the peak electron density changes, the shape of
F region also changes.

4. Discussion

[35] In this section we first discuss the ISR electron
density and temperature observations and then we proceed
with the TEC observations over Arecibo. The he observa-
tions from Figure 2 reveal a number of striking differences
as compared to the expected behavior for the winter and

solar minimum conditions. According to Arecibo data
obtained during the period of 1996–2002, the electron
density is expected to vary only slightly throughout the day,
with minor peaks in the morning hours and afternoon hours
[Lei et al., 2007]. From the empirical model of Arecibo
ionospheric parameters, daytime peak electron density is
expected to be of the order of 5–7 × 105 e/cm3 [Zhang
et al., 2005]. This behavior is observed only before the start
of the January 2008 SSW event, on January 19, 2008. The
observed electron density enhancements and decreases with
multiple daytime peaks and valleys, after January 20–21, are
thus signs of unusual behavior.
[36] The electron temperature over Arecibo is expected to

have two daytime peaks, reaching 1500 K at the F‐region
peak altitudes around 07–08 LT and a stronger peak at
13–15 LT, reaching 1700–1800 K at the F‐region peak
altitudes. In contrast, observations in January 2008 clearly
demonstrate a hot, ∼2000–2500 K temperature bulge
between 200–300 km altitude, which is characteristic for
high solar flux conditions [Lei et al., 2007]. The temperature
enhancement is followed by a decrease in electron density.
This anticorrelation might be explained as follows. An
increase in electron density results in the enhancement of
electron cooling rate [Roble, 1975], leading to the observed
daytime decrease in the electron temperature at altitudes
around the F‐region maximum. Since the electron cooling
rate is proportional to he2 and the electron heating rate is
proportional to he, dependence of Te on he is a complex
function resulting from these competing processes. At the
Arecibo location and for low levels of electron density, an
increase in he leads to a decrease in Te, as was reported in
both observations and simulations [Goncharenko et al.,
2005; Lei et al., 2007], while for high levels of electron
density the correlation between he and Te becomes positive.

Figure 6. Similar to Figure 4 but for 2009.

Figure 7. Similar to Figure 5 but for 2009. Note that the
JRO drift enhancement is delayed 4–5 days with respect to
the SSW peak temperature.
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SSW ΔTEC

Change in F-region Vertical Plasma Drift Velocity
Jicamarca, Peru (75W, 12S)

(Chau et al., 2010; Goncharenko et al., 2010)

to the magnetic equator (12°S) (as expected for a response to
the eastward electric field), the afternoon suppression in TEC
is more pronounced in the Southern Hemisphere.
[14] To examine average TEC behavior as function of

local time, we choose wide latitude bands computed within
±30° from 10°S. The average TEC in such a wide band is
9.7 TECu at 10 LT and 14.8 TECu at 15 LT, when the daytime
peak is reached. Figure 4 shows changes from this average
TEC during 20–30 January 2009. Prior to SSW, the largest
variations in average TEC are observed mostly at 18–19 LT,
likely driven by the daily variation in the strength of the pre‐
reversal enhancement. The discernable wavelike variation
appears in the daytime TEC on 22 January 2009. As strato-
spheric warming develops, the variation in the TEC increases
in magnitude, maximizing in the period between 25 January
and 30 January 2009, and progressively moves to later local
times. Maximum changes in average TEC reach 8 TECu and
are observed between 9 and 18 LT. Depending on the local

time of the peak change, the maximum relative variation in
average TEC compared to the 10 day mean varies between
38% and 83%.
[15] The daytime character of the observed variation

suggests that it is related to changes in the strength of the
E‐region dynamo, and the timing of the minima and maxima
suggests increased amplitude of the semidiurnal tide as a
major component modulating the E‐region dynamo. Though
the increase in the diurnal tide can also contribute to this
variation, the absence of nighttime change is thought to be
related primarily to the rapid decrease of E‐region electron
density after sunset (i.e., the E region gets disconnected from
the F region). To investigate this in more detail, we fit the
daytime (8–20 LT) TEC differences with a mean and a
semidiurnal component. Figure 5 shows the resulting ampli-
tude (top panel) and phase (middle panel), with filled circles

Figure 3. TEC variation at 75°W in local time and latitude
during the January 2009 SSW. (top) The 10 day mean TEC
prior to SSW. (lower) Differences in TEC from the mean
state during the SSW.

Figure 4. Local time variation of TEC change averaged
over wide latitude range for 11 consecutive days in January
2009. The SSW peaked on 23–24 January 2009. The TEC
data at 75°W averaged from 40°S to 20°N.
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Stratosphere Temp.

What are the sources and mechanisms that couple the lower 
atmosphere to MTI variability?



What is the role of the lower atmosphere on the day-to-day 
variability and seeding of ionosphere irregularities?

(Fejer et al., 1999)

FF_JER ET AL.: VERTICAL PLASMA DRIFF VELOCITY AND SPREAD F 19,861 

J I CAMARCA 
I I I I I I I 

80-- I I I SpF 19 MARCH 1985 - 800 
_ 

- •_• HMp 
40-- - 600 

_ _ 

o 400 
-40-- - 200 

I I I I I I I 

1- 20 MARCH 1985 - 
_ _ 

t- I _ I 

-'-""r"'"""x_ I I I 
__ 

80- 800 

• 40' 600 • 
< 0 400 • 
O Lu 

• -40' 200 
> 

I I I I I I I 

80-- 21 MARCH 1985 - 800 
-- _ 

40-- - 600 

0 , ' 400 

I•1,, -40-- - 200 
I I I I I I I 

16 18 20 22 24 

LOCAL TI ME 

Figure 1. Vertical drift velocities (circles), heights of 
maximum backscattered power (x), and spread F scattering 
layers (vertical lines) during March 1985. The maximum 
height probed by the radar was 650 km. 
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Figure 2. Same as Figure 1, but for September 1987. The 
maximum height probed by the radar was 550 km. 

irregularities generally occurs close to the time of reversal of 
the evening drift velocity when the F layer reaches its highest 
altitude and the growth rate of the Rayleigh-Taylor instability 
is maximum. For a given season and solar flux value, larger 
evening drift velocities lead to the generation of wider and 
longer lasting regions of strong echoes, which often give rise 
to radar plumes. The power backscattered from relatively 
narrow unstable regions below the F region peak, following 
small evening upward drifts, are significantly smaller (by tens 
of decibels) than from higher altitude wider scattering layers 
and radar plumes, which is consistent with results from earlier 
studies [e.g., Woodman and LaHoz, 1976; Hysell and 
Burcham, 1998]. 

Figure 2 presents another set of solar minimum equinoctial 
radar data. In this case, the daily decimetric solar flux indices 
were-80, and the average Kp values were 2.9, 2.9, and 4.5, 
respectively. Figure 2 illustrates again the occurrence of broad 
unstable regions, often covering the entire range of 
observations, after large upward evening drifts, and the 
generation of a shorter lived and narrower low altitude unstable 
layer following smaller upward evening drift velocities. The 
thickness of thin and low-altitude spread F layers is 
overestimated in these data owing to the relatively large radar 
pulse lengths used in the drift experiments. These weak low- 
altitude scattering layers are not easily detected using other 
ground-based techniques. The third panel illustrates the 
absence of unstable layers associated with an early downward 
reversal of the vertical drift velocity. The results above 
support the conclusions of Basu et al. [1996], who suggested 
that postsunset upward drift velocity enhancements of the 

order of 10-20 m/s are necessary for the occurrence of spread F 
over Peru during equinox solar minimum. 

The evening upward drift velocities and the early night F 
region peak heights increase significantly from solar 
minimum to solar maximum. Figure 3 shows measurements 
from equinoctial periods when the solar flux indices were 24 2, 
275, 265, and 204, and the average Kp values were 1.2, 1.2, 
3.1, and 2.2, respectively. The two upper panels show 
relatively broad spread F layers of strong radar backscatter 
signals, which occasionally reached the highest altitudes 
sampled by the radar, following very large upward drifts and 
layer heights. The third panel show a very short lived and 
very weak (only -3 dB stronger than the incoherent scatter 
signals) at-2100 local time, and the fourth panel show no 
irregularities in spite of the relatively large values of the 
evening upward drifts. 

The results presented above highlight the importance of the 
evening upward drift velocities on the generation of spread F. 
However, the evolution of the unstable layer can be strongly 
affected by the drift velocities also after their evening 
reversal. Figure 4 shows an example of a rapid downward 
motion and weakening of an unstable layer due to unusually 
large downward drift velocities driven by westward disturbance 
electric fields. 

We have examined the relationship of the amplitudes of the 
peak prereversal velocity enhancements and the occurrence of 
weak and strong spread F echoes in the premidnight sector. 
Since the backscattered power from the irregularity regions 
changes noticeably with solar flux due to the change in the 
ambient plasma density and also with the transmitted power 

What is the lower atmosphere contribution to variability of the MTI? 

(Fejer et al., 1999)



How does the wave spectrum evolve with height?

(Forbes et al., 2009)

How are waves dissipated and generated in the lower 
thermosphere where there are few existing observations?
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since the peak of the ionospheric response occurs several days after the stratospheric warming. In addition, 
first-principles modeling predicts a thermospheric warming in response to the stratospheric warmings, and 
resulting changes in thermospheric winds and density that impact satellite drag.

The above wave-plasma interactions focus on electric fields generated by the dynamo mechanism, 
but one must ask: What other processes compete with dynamo electric fields to modify and redistribute 
plasma in the F region (~200-600 km)? Recent studies, in fact, show that winds associated with tides that 

FIGURE 8.12 Equatorial diurnal tidal temperature amplitudes as a function of longitude and month from August 2005 
to May 2006. (Top) Exosphere temperatures, ranging from 97 K (maroon) to 121 K (red). (Bottom) SABER temperatures at 
110 km, ranging from 3 K (maroon) to 27 K (orange). The diurnal tidal spectrum evolves with height, with the larger-scale 
waves penetrating to 400 km, while the shorter-scale waves are absorbed at intervening altitudes, giving up their energy 
and momentum to the mean atmosphere. Researchers know very little about how the tidal, planetary wave, and gravity 
wave spectra evolve with height and modify the mean thermal and dynamical structure of the thermosphere. SOURCE: J.M. 
Forbes, S.L. Bruinsma, X. Zhang, and J. Oberheide, Surface-exosphere coupling due to thermal tides, Geophysical Research 
Letters 36:L15812, doi:10.1029/2009GL038748, 2009, Copyright 2009 American Geophysical Union, reproduced by permis-
sion of American Geophysical Union. 

Figure 8-12
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(Oberheide et al., 2011)

How are waves dissipated and generated in the lower 
thermosphere where there are few existing observations?

Sold – Observed tide from CHAMP satellite
Dashed – Extension based on observations below 100 km

How does the wave spectrum evolve with height?



Planetary Wave-1 Amplitude, 60N

(Pedatella et al., 2014)

How does the wave spectrum evolve with height?



(Liu et al., 2014)

What is the interaction between small-scales (gravity waves) 
and large-scales (tides and planetary waves)?

How does the wave spectrum evolve with height?



What are the drivers of long-term changes in the MIT?

(Courtesy of Stan Solomon)

How do anthropogenic, geomagnetic field, and solar variability 
contribute to long-term variability in the MTI?

What influence do long-term trends have on the MTI response 
to geomagnetic/solar and lower atmospheric variability?

~5% / decade decrease at solar minimum



What is the interaction between lower atmosphere variability and geomagnetic/solar variability?

propagating tides and planetary waves. For our optimal simulation, we introduced Modern-Era
Retrospective Analysis for Research and Application (MERRA) zonal and meridional wind, temperature,
and geopotential height reanalysis data [after Rienecker et al., 2011] at the TIME-GCM lower boundary
(i.e., 10 hPa; ~30 km) to account for tides and planetary waves excited in the troposphere [after Häusler
et al., 2014, 2015]. The 3-hourly resolution of the MERRA lower boundary condition (LBC) allows us to
inherently account for day-to-day variability in TIME-GCM tidal forcing and represents a significant
improvement over previous LBC based on climatological tidal results [Häusler et al., 2014]. For our
optimal TIME-GCM simulation we also invoked the prevailing 10.7 cm solar radio flux (F10.7) as a proxy for
solar radiative forcing, along with time-dependent ionospheric convection and auroral precipitation
patterns derived from the Assimalative Mapping of Ionospheric Electrodynamics (AMIE) procedure
[after Richmond and Kamide, 1988; Richmond, 1992; Lu et al., 2015].

Figure 1 illustrates the prevailing F10.7 (i.e., 10.7 cm solar radio flux, also known as solar flux units or sfu)
conditions during 1–10 April 2010, along with the hemispheric power (HP) and polar cap potential
(PCP) drop that we used in our optimal TIME-GCM simulation. These two sets of high-latitude drivers are
by-products of AMIE. We employed another set of HP and PCP drivers (Figure 1) in a second simulation.
These drivers are based on the prevailing 3-hourly Kp index [after Heelis et al., 1982; Evans, 1987],
which we refer to as the geophysical index (GPI) drivers. Solar minimum conditions prevailed throughout
the 10 day period with F10.7 (81 day average F10.7) ranging between 75 and 81 sfu (79 and 80 sfu).
Geomagnetic activity was quiescent with HP largely hovering between 40 and 70 GW and PCP between
30 and 70 kV until 5 April when the geomagnetic storm hit and the AMIE HP (PCP) increased sharply
to a value in excess of ~310 GW (~230 kV). Notably, the GPI results are smoother and not as large with
an HP (PCP) maximum of ~210 GW (~180 kV). The disturbance persisted, albeit at more moderate
levels, through 7 April as evident in the output of the AMIE procedure with 90<HP< 170 GW and

Figure 2. Contours of TIME-GCM neutral temperature (K) at 10:00 UT and 340 km (left column) before the storm on 2 April
2010 and (right column) during the storm on 5 April 2010 for the (top row) optimal simulation, (middle row) constant LBC,
and (bottom row) constant UBC. See text for details.
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(Hagan et al., 2015)
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The growing number of geospace observations

Current and upcoming satellite missions:
GOLD (data since Oct. 2018)
COSMIC-2 (launch June 24, 2019)
ICON (launch TBD)
TIMED, Swarm, DMSP, …

Ground-based observations:
SuperDARN
Incoherent Scatter Radars
GPS total electron content (TEC)
Auroral Imagers
Lidar
Radars
Fabry-Perot Interferometers
…



The growing number of geospace observations
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The growing number of geospace observations

(Stan Solomon)

How to make effective use of observations measuring 
different parameters at different times and locations?


