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PRESENTING AT AN INSTRUMENTATION WORKSHOP

AS A MODELER



Myth:
Modeling is a (superior/inferior) substitute 
for Experiments, Observations, and Theory.

Modeling is complementary with 
Experiments, Observations, and Theory.

Reality:
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Experimental Science

Real Data Instrumentation

ANALYSIS and HYPOTHESIS

EXPERIMENTS or OBSERVATIONS

Mathematical Models and/or Theories

“Models” can be intermediate products to Theories 
OR useful mathematical descriptions or relationships.
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Theories and  
Mathematical Models 

Empirical and  
Statistical Models 
Descriptive and  

Predictive Numerical Models

As science evolves, the models can become part of the “loop”!



As an Experimentalist,
… often use Theory and Modeling to develop and validate new 
instruments and data analysis methods.  

As a Modeler,
… often combine Theory with Experimental data to develop, 
validate, and utilize new Models. 

As a Theoretician,
… often use insight from Experiments, and use Models when 
general solutions become impossible, tedious, or nonlinear.



Working together (Collaboratively*), we can 
more efficiently advance science, to observe, explain, 
and describe complex natural systems and phenomena. 

*More feasible than doing all at once
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Some Models in Aeronomy

• Theoretical Models 

• Empirical / Statistical Models 

• Physics-Based Numerical Models 

• Hybrid Physics / Assimilative Models



Some Models in Aeronomy

• Theoretical Models 

• Empirical / Statistical Models 

• Physics-Based Numerical Models 

• Hybrid Physics / Assimilative Models

Derived from First Principles or 
Continued Experiments

Fit to Experimental Data

Numerical Solutions of 
Theoretical / Mathematical Models

Numerical Solutions of 
Theoretical / Mathematical Models 

With Input From Experimental Data

May be:



Some Models in Aeronomy

• Theoretical Models 

• Empirical / Statistical Models 

• Physics-Based Numerical Models 

• Hybrid Physics / Assimilative Models

{Maxwell’s Equations of Electromagnetics
Navier-Stokes' Equations of Fluid/Gas

Examples:

{ Solution for Atmospheric Equations of Motion

Solution for Ionospheric MHD

{ Model of Mean Winds

Model of Species Densities and Temperatures

{ Ionospheric TEC Forecast Model
Operational Weather Prediction Model



Some Models in Aeronomy

• Theoretical Models 

• Empirical / Statistical Models 

• Physics-Based Numerical Models 

• Hybrid Physics / Assimilative Models

Examples:

{ WACCM SWMF / GITMCMAM
TGCM / TIE- / TIME-GCM SAMI 2/3

NOGAPS-ALPHAWRFMM5

{HWM-93 / HWM-07

MSISE-90 / NRLMSISE-00

IRI CIRA

{ NOGAPS-ALPHA w/NAVDAS 
USU-GAIM ECMWF / IFS / EULAG

WRF / WRFDA CMAM-DAS

{Maxwell’s Equations of Electromagnetics
Navier-Stokes' Equations of Fluid/Gas



Flashback!

2013 Student Workshop Focus: Modeling  
(Next pages are linked to presentations!)



The Basics of
Modeling the

Thermosphere and
Ionosphere

Aaron Ridley

The Basics

Building an
Atmosphere
Hydrostatic
Heating
Conduction

Building an
Ionosphere
Chemistry
Ion Advection

Summary

The Basics of Modeling the Thermosphere

and Ionosphere

Now Available in 1D!

Aaron Ridley1

1Department of Atmospheric, Oceanic and Space Sciences
University of Michigan

CEDAR Student Workshop, 2013

http://cedarweb.hao.ucar.edu/wiki/images/a/aa/Ridley_student.pdf
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AJM/JPL CEDAR Tutorial 2013 1

Ionospheric Data Assimilation:
 

Techniques and Performance

Anthony Mannucci, JPL
 

Xiaoqing Pi, JPL
Attila Komjathy, JPL
Mark Butala, JPL
Chunming Wang, USC
Vardan Akopian, JPL
Brian Wilson, JPL

Based on material originally 
developed by Brian Wilson (JPL) for 
the URSI General Assembly 2008

http://cedarweb.hao.ucar.edu/wiki/images/9/9a/MannucciDataAssimTutorialCEDARV3.pdf


MODELING THE EARTH’S IONOSPHERE
(WITH SAMI2)

J.D. Huba
Plasma Physics Division
Naval Research Laboratory
Washington, DC

CEDAR Workshop
Boulder, CO

23 June 2013

Acknowledge: G. Joyce and M. Swisdak
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High Altitude Observatory (HAO) – National Center for Atmospheric Research (NCAR) 
 
The National Center for Atmospheric Research is operated by the University Corporation for Atmospheric Research 
under sponsorship of the National Science Foundation. An Equal Opportunity/Affirmative Action Employer.  18 March 2003 June 2013  

Astrid Maute and lots of people at HAO, and the 
community 

High Altitude Observatory 
NCAR 

What can I do with the TIEGCM? 
 

http://cedarweb.hao.ucar.edu/wiki/images/1/1f/Maute_tie-gcm.pdf


Models in Aeronomy

• Theoretical / Mathematical Models 

• Empirical / Statistical Models 

• Physics-Based Numerical Models 

• Hybrid Physics / Assimilative Models

Modeling Case Studies
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Chicken or Egg?

¿🐣?

It depends…

Which comes first: Model or Experiment?

Usually, experiments inspire model 
development and “simulations”; 
other times, models predict new 
observable phenomena.



Why Perform a 
 Modeling Study?

1. Explanatory: To simulate systems or observed 
scenarios, to interpret or extend experimental data. 

2. Explorative/Predictive: To predict outcomes or to 
produce “synthetic data” to guide experiment design. 

3. Theoretical: To investigate complex systems or 
scenarios under controlled, reproducible conditions.

A few reasons (among others):



Example: Imaged/Integrated Airglow 
Intensity and Temperature Data

A Small Caveat: Observable systems are layers of finite thickness!

MLT Airglow

F-Region 
Airglow

Imager



Example: Resonance or Rayleigh Lidar 
Temperature/Density Data

A Small Caveat: Observations usually restricted to profiles!

Lidar



Example: Meteor Wind Radar Data

A Small Caveat: Quality of observations determined by meteor trails, 
which also occur over a narrow range of altitudes.

Radar



Limitations of Observed Data

• Altitude span (~80-100km, ~250km) 

• Resolution (Time/Space) 

• Geographic constraint (Excellent data over your 
favorite observatory / under your satellite) 

• Time (Day/Night/Uptime/Season) 

• Observed System Biases (Noise, Nonlinearity)

(that Models can help to circumvent!)



Example Case Study:

Simulating short-period gravity wave propagation to 
elucidate wave dynamics near the airglow layers.

[e.g., Simkhada et al., ANGEO, 27, 2009]



Short-Period Wave Propagation: 
Weak Trapping in Mesospheric Wind Fields 
[Simkhada et al., 2009] - 6.75 minute period, 15 km wavelength

11:37 UT

OH
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Short-Period Wave Propagation: 
Evanescence in Mesospheric Wind Fields 
[Simkhada et al., 2009] - 11.38 minute period, 17 km wavelength.

O2

15:19 UT

OH

15:16 UT



Short-Period Wave Propagation: 
Numerical Model Configuration 
[Simkhada et al., 2009].

• Model Equations: Time-dependent compressible 
2D Euler equations with gravity and viscosity.  

• Ambient Model Profiles: Meteor radar winds 
(80-100km); MSISE-90 temperature and densities. 

• Wave Source Parameters: Oscillators with 
frequencies and wavelengths of the observed waves.
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Assumptions:
• Wind profile spanning only ~80-100 km; temperatures 

based on empirical model averages, not measured. 

• Wave field known only at 2 altitudes via airglow layers 
separated by only a few kilometers.  

• Two versus three dimensions. 

• Limited resolution, domain scale, and timespan of run. 

• Time-independent, horizontally-homogeneous 
background states.

Due to the observations:

Due to the model(er) / computer:



Minimum Standards?

The impossible fantasy of modeling is to simulate all 
features of an observed system, without assumptions.

The reality of modeling is to simulate the most 
important features of an observed system, using 
only reasonable assumptions, while adding value 

beyond observations and experiment.



Why Perform a 
 Modeling Study?

1. Explanatory: To simulate systems or observed 
scenarios to interpret or extend experimental data. 

2. Explorative/Predictive: To predict outcomes or 
produce “synthetic data” to guide experiment design. 

3. Theoretical: To investigate complex systems or 
scenarios under controlled, reproducible conditions.

A few reasons (among others):



Example Case Study:

Simulating acoustic waves generated by tropospheric 
sources to investigate their observable signatures in the 

Mesosphere, Lower-Thermosphere, and Ionosphere.
[e.g., Snively, GRL, 40, 2013;  
Zettergren and Snively, GRL, 40, 2013;  
Marshall and Snively, JGR, 119, 2014]



In 2011, I needed a new door sign: I decided to create an 
axisymmetric model for MLT-region acoustic waves.

HORIZONTAL
PERTURBATION

VELOCITY

VERTICAL
PERTURBATION
VELOCITY

T=40 sec. period z=+300 km

Wave Steepening 
and refraction
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0 km x=+300 kmy=-300 km

Viscous Damping

Then, I wondered… Are these readily observable?



Ambient Atmosphere and Wave Sources: 
Updraft sources are specified in the troposphere of a “typical” atmosphere, 
using a cylindrically-axisymmetric nonlinear gas dynamics model.
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Airglow Photochemical Models:

OH (v) airglow model: Solution for H, O, and O3 continuity equations, along 
with OH(v) and resulting band emission intensities [e.g., Adler-Golden, 1997; 
Snively et al., 2010; Snively, 2013].
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Modeled Airglow Response: 
Acoustic waves appear as precursors to gravity waves in the hydroxyl 
layer, resulting in oscillations above the source prior to GW arrival.
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Simulated Airglow Intensity Images 
Convectively-generated Acoustic and Gravity Waves may be detectable, 
but not easily distinguishable within a single event in airglow - need good 
luck/weather! (The Gravity Waves are more persistent and observable)

-200 x = 0 km 200 -200 200

-2
00

y 
= 

0 
km

20
0

-200 200 -200 200

(c) Case II @ t = 400 sec (d) Case II @ t = 1100 sec
x = 0 km

(a) Case I @ t = 600 sec (b) Case I @ t = 1300 sec

AW

Acoustic Wave (AW)

GW

AW

Gravity Wave (GW)

x = 0 km x = 0 km

-2
00

y 
= 

0 
km

20
0

Simulated OH(3,1) Intensity Images



Observed D-Region Responses 
Marshall and Snively, 2014, report 1-4 minute period oscillations in VLF 
data, with model simulations suggesting possible acoustic waves over 
convection (at sufficient amplitudes to be observable in airglow, too).
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Neutral+Ion Model Configuration 
The acoustic wave perturbations to the ionosphere can be calculated by 
driving an ionospheric model with the time-dependent neutral dynamics.
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Mag. Equator 0º
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R=4,000 km

RE+450kmSource

Neutral Dynamics
Model Mesh

Ionospheric
Model Mesh

Model Domains

[Zettergren and Snively, 2013]



Simulated Ionospheric Response 
Anticipate that ~3-4 minute period acoustic waves are quite readily 
detectable in the f-region ionosphere and vertically-integrated TEC.
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Observed F-Region Responses 
Nishioka et al., 2013, report simultaneously (and independently) in GRL 
that similar-scale ~3.5-4 minute (likely acoustic) waves were detected in 
TEC data above an EF5 Tornado-producing storm. 

Dominant equator-ward electron signature ~0.05 TECU

The concentric centers at 21:00 and 23:00 UTwere located in
the developing supercells in Oklahoma (35°N) and Texas
(33°N), respectively (Figure 3a). Corresponding to the south-
ward moving concentric center, the southern boundary of the
appearance of northward propagating waves in Figure 3b
shifted from 39°N to 35°N around 21:30 UT. These observa-
tional results indicate that the concentric waves that appeared

between 20:50–21:30 UT and 21:30–01:00 UT can be attrib-
uted to the supercells generated in Oklahoma and Texas at
18:15 UT and 20:15 UT, respectively. In addition, similar
northward propagating wave structures appeared at 30–35°
N after 01:00 UT. These waves could have corresponded to
another supercell that developed in Mexico around 28°N at
22:15 UT (not shown here). From such correspondence
between the supercells in Figure 3a and the northward prop-
agating waves in Figure 3b, we speculate that the concentric
waves were caused by supercells rather than the tornados
themselves. This speculation is also supported by the fact that
the long-lasting presence of the concentric waves corresponded
to that of the supercells.
[13] The observed concentric waves exhibited similar prop-

agating velocities to those observed after the M9.0 Tohoku
earthquake in 2011 [Tsugawa et al., 2011]. A comparison
between the observations obtained after this massive earth-
quake and numerical simulation results suggested that the con-
centric waves corresponded to the gravity modes of coseismic
atmospheric waves [Matsumura et al., 2011]. Since the propa-
gating velocity and its periods reported in this paper were
similar to those reported by Tsugawa et al. [2011], we consider
that the concentric waves of the present study were also caused
by atmospheric gravity waves (AGWs).

4.2. Generation Mechanism of Gravity Waves
[14] To investigate how the AGWs were generated from

supercells, we estimated the altitude at which the AGWs were
generated using the backward ray-tracing technique. We
adopted the ray-tracing equations of Marks and Eckermann
[1995], as applied by Kubota et al. [2011]. For atmospheric
parameters such as Brunt-Väisälä frequency and neutral wind
velocities, values in empirical models of Mass Spectrometer
Incoherent Scatter-90 [Hedin, 1991] and horizontal wind
model (HWM) [Hedin et al., 1996] are utilized. The wave
parameters (i.e., the horizontal wavelengths and periods of
the concentric waves) were obtained from the TEC observa-
tions. Note that the concentric waves in the TEC maps were
not observed in the vicinity of Moore. This implies that the
atmospheric waves propagated upward obliquely rather than
vertically. We sampled four points on the innermost circle,
observed at 21:00 UT, as the start points for backward tracing.
The start points were located to the east of Moore because the
concentric waves were observed clearly in that region at that
time. The four black stars in Figure 4a indicate the four start
points, and the solid lines in Figure 4a represent the backward
traced trajectories from each start point. The four backward
traced trajectories reached Moore at an altitude of approxi-
mately 80 km. This indicates that the AGWs observed in the
ionosphere would not directly come from supercells whose
altitude could not exceed 20 km in altitude.
[15] The next question is how the AGWs could be gener-

ated at an altitude of approximately 80 km. There would be
two possible scenarios: the leaking of atmospheric waves
from thermospheric-ducted waves and secondary gravity
waves excited by the breaking of primary gravity waves.
The former scenario was theoretically described first by
Francis [1975]. Atmospheric waves released from the
supercell can be trapped in a thermal duct in the mesosphere
and/or thermosphere [e.g., Francis, 1975; Isler et al., 1997;
Snively and Pasko, 2008]. The altitude of the thermal duct
depends on the horizontal wavelength and periods of the
atmospheric waves. The altitude of the duct might be around

Figure 3. Time-latitude cross section of (a) Figures 2a–2d
and (b) Figures 1a–1d at the longitude of Moore (97.7°W)
from 18:00 UT on 20 May to 05:00 UT on 21 May. The
horizontal dashed lines represent the location of Moore.
The vertical dashed lines indicate the beginning and end of
the tornado outbreak aroundMoore. (c) The frequency spectra
of the TEC data for 42°N (top), 35.3°N (middle), and 32°N
(bottom) from 21:00 to 22:00 UT on 20 May 2013. The gray
shaded areas indicate the spectrum peaks.

NISHIOKA ET AL.: IONOSPHERIC WAVES AFTER THE EF5 TORNADO
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Oxygen and Ozone Airglow  
from Model vs. Satellite Data

[Garcia and Solomon, JGR, 90, 1985]
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Fig. 13. Calculated vertical profiles of atomic oxygen at midlatitudes for equinox and solstice. 

season and latitude compared to the observations by Cogget 
et al. [1981]. It should be noted that we have also included 
diffusion due to breaking tides at low latitudes, as discussed in 
section 2.5, and that this contributes to the low green line 
intensities predicted here for the tropics. 

These data illustrate the usefulness of the green line emis- 
sion as an indicator of the intensity of atmospheric diffusion 
near 90-100 km. Comparison with the calculations suggests 
that the latitudinal and seasonal variation of diffusion is simi- 
lar to that obtained with our very simple gravity wave model. 

4.2. Other Airglow Emissions 
Ozone is also a member of the odd oxygen family and 

therefore exhibits changes due in part to direct transport 
which are generally similar to those of atomic oxygen near 100 
km. In particular, larger flux convergences are found in the 
spring season when diffusion from 80-90 km is slower than in 
winter or summer. However, slower diffusion at these altitudes 
also influences water vapor densities, and these in turn can 
affect the odd oxygen abundances in the mesasphere. 

Water vapor is not produced chemically in the mesasphere, 
but it is destroyed by photochemical processes, which convert 
it predominantly to H2 in the 75- to 85-km range; its source is 
provided by upward transport from the stratosphere. Thus 
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Fig. ]4. Seasonal variation o• the atomic oxygen green line (55?? 
emission intensifies observed by the ISIS satellite at 3S•N [adapted 

[rom Oo•er e• ol., ]98]] compared with model calculations. 

when diffusion is rapid, water vapor densities in the mesa- 
sphere will be larger than when it is slow. Figure 16 shows the 
computed profiles for H20 and H• for summer and spring in 
mid-latitudes. The very low H•O abundances in spring prin- 
cipally reflect the influence of the low diffusion in that season. 
Near 80 km, H•O changes of about a factor of 2 are com- 
puted, and these changes are reflected in corresponding in- 
creases in H•. The conversion from H20 to H• occurs via the 
following photochemical processes: 

o 
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Fig. 15. Seasonal and latitudinal variations of atomic oxygen O 
green line emission intensities as observed by the ISIS satellite 
[Cogger et al., 1981] and calculated in the model. Data and model 
results labeled "summer" ("winter") encompass the spring (fall) maxi- 
mum. See Cogger et al. for details. 
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of oxygen and hydrogen species in the mesosphere and lower 
thermosphere is not particularly complex; indeed, it can be 
well described by perhaps 20 photochemical reactions [see 
Allen et al., 1981], most of which have been reasonably well 
studied in the laboratory. Further, the emphasis here has been 
deliberately placed on the relative rather than absolute vari- 
ations in minor species. This minimizes the dependence on 
poorly known photochemical rates, unless they exhibit very 
strong temperature sensitivities. 

The relative variations in minor species are thus primarily 
dependent upon dynamics rather than on photochemistry for 
species which are subject to transport. The good agreement 
obtained here from independent observations of the green line 
intensities near 100 km, and ozone densities from 70-95 km 
provide strong indications that variations in gravity wave 
propagation and dissipation largely control the transport pro- 
cesses occurring in the mesosphere and lower thermosphere. It 
should be emphasized that these are modulated by the zonal 
wind structure in the stratosphere and its effects on gravity 
wave propagation, providing a coupling mechanism between 
the upper and lower portions of the middle atmosphere. It is 
interesting to note that such a connection is in qualitative 

agreement with other observations of airglow features. For 
example, it is well known that green line emission intensities at 
middle and high latitudes increase dramatically during strato- 
spheric sudden warming events [see e.g., Fukuyama, 1977b; 
lsmail and Co•l•ler, 1982]. Holton [1983-1 performed a sudden 
warming experiment with his zonally averaged, two- 
dimensional model, and showed that the propagation of grav- 
ity waves was substantially blocked during such events, lead- 
ing to reduced diffusion and momentum deposition in the 
mesosphere. This should lead to enhanced atomic oxygen and 
ozone densities as discussed above, and associated increases in 
the indicated airglow emissions. 

It should also be noted that the agreement between model 
results and airglow observations is consistent with the idea 
that the transport mechanism that produces the equinoctial 
increases in O and 03 is diffusion. We have shown that the 
atomic oxygen maxima are due to reduced loss of this constit- 
uent through downward transport from the lower thermo- 
sphere, while the ozone maxima are primarily a result of less 
transport of HeO upward into the upper mesosphere. Clearly, 
advective transport cannot produce both these effects simulta- 
neously. 

Other emissions that may be affected by seasonal variability 
in mesospheric transport processes include those of sodium, 
and the OH Meinel bands. There is presently a great deal of 
uncertainty in the photochemical rates of processes involved 
in these emissions [see, e.g., Sze et al., 1982]. Further, the 
reasons for diurnal variations in OH emissions are not well 
understood at present [e.g., Moreels et al., 1974]. Therefore we 
have chosen to restrict this study to the relatively better un- 
derstood airglow features of atomic oxygen and ozone. 

5. SUMMARY AND DISCUSSION 

We have used the two-dimensional, dynamical/chemical 
model of Garcia and Solomon [1983] with Lindzen's [1981] 
parameterization of wave drag and diffusion to study the effect 
of breaking gravity waves on the dynamics and chemical com- 
position of the mesosphere and lower thermosphere (60-110 
km). In our calculations, a spectrum of gravity waves of wave- 
length 100 km and phase speeds 0, _ 10, ..., _40 m s-X is 
specified at the lower boundary of the model. The amplitude 
of the waves is chosen so that they will break in the meso- 
sphere if they do not encounter critical levels in the strato- 
sphere (in which case they are absorbed). For solstice con- 
ditions the waves break strongly in both the summer and 
winter hemispheres and produce momentum flux conver- 
gences and eddy diffusion coefficients of the order of 100 m 
s- • d- • and 10 e m e s- •, respectively. At equinox, wave break- 
ing is much weaker, and wave drag and diffusion are much 
smaller than at solstice (cf. Figures 6 and 7). 

The large wave drag produced by the breaking waves under 
solstice conditions reverses the zonal winds in both hemi- 
spheres above about 85 km. It also drives a vigorous mean 
meridional circulation which is responsible, through adiabatic 
cooling and warming, for cold summer (140 K) and warm 
winter (200 K) mesopause temperatures at high latitudes. The 
computed mean zonal and meridional winds, and the temper- 
ature distribution are in good qualitative agreement with ob- 
servations (e.g., CIRA, 1972). The meridional wind, in particu- 
lar, reaches values of over 10 m s- x at 90 km, consistent with 
recent radar measurements [e.g., Carter and Balsley, 1982; 
Manson et al., 1981; Vincent and Ball, 1981]. 

The seasonal behavior of the wave-induced drag and diffu- 

Model Confirmation of GW effects on 
summer/winter mesopause temperature.

http://onlinelibrary.wiley.com/doi/10.1029/JD090iD02p03850/full


Wave-Driven Instabilities in Noctilucent Clouds
2040 Fritts et al.' Wave Breaking Signatures in Noctilucent Clouds 

Figure 1. View of NLC display from Kustavi, Finland (61øN, 21øE) on 22 July 1989 showing characteristic 
band and streak structures. In this case, bands are separated by ~ 50 km and streaks by ~ 3 to 5 km (photo 
by Pekka Parviainen). 

Gravity Wave Breaking Model 

The gravity wave breaking model used to advect the 
NLC distribution is that discussed by Andreassen et al. 
[1993] and Fritts et al. [1993]. Important features for 
our purposes here are the ability to describe gravity 
wave breaking and instability in three dimensions and 
the relevance of the spatial scales in that simulation to 
the mesopause and NLC environment. 

The wave breaking simulation was performed in 
a model domain with dimensions (x0, Y0, z0) = 
(4H, 2H, 1.5H) with a scale height H ~ 7 km relat- 
ed to temperature and stability. A gravity wave with 
a horizontal wavelength x0 was excited at lower levels 
and achieved convective instability within the domain 
over a depth of ~ I kin. This triggered an instabili- 
ty aligned normal to the direction of wave propagation 
comprised of counter-rotating vortices that introduced 
significant vertical displacements of fluid (or NLC den- 
sity_)_surfaces elongated hLax F_or additional de ' 
this simulation, the interested reader is referred to tl•e 
discussions of instability generation and collapse by 
Andreassen et al. [1993], Fritts et al. [1993], and Islet 
et al. [1993]. For our purposes here, the NLC layer 
density is parameterized in terms of potential temper- 
ature, which is approximately conserved at wave and 
instability scales in our wave breaking model. 

Simulated NLC Densities and Variability 
As one expects from the variable structure within a 

breaking wave motion, the implications for NLC densi- 
ty variations depend on a number of factors. These in- 
clude the position of the NLC within the wave field, the 
width of the NLC layer relative to the scale height H, 
the stage of the wave field evolution, and the viewing 
angle. It is impossible to consider all these effects in 
the limited space available. To illustrate the potential 
for modulation of NLC brightness by wave breaking 
processes, however, we position the NLC to respond 
most strongly to the corrugated structures arising due 
to wave instability (see Fritts et aL [1993]). 

œ-D Fields 

To illustrate the structure of NLC brightness im- 
plied by gravity wave breaking, we show in Figure 2 

ß the'brightness in an (x, y) plane computed with a cloud 
layer width of 1 kin,' an elevation angle of 0 - 18 ø, and 
azimuths of qb - 180 ø, 135 ø, õ0 ø, and 0 ø (relative to the 
direction of wave propagation) at a time of maximum 
amplitude and coherence within the instability field. 
Our assumption of a constant elevation angle is justi- 
fied because the simulated cloud structures do not vary 
strongly with this quantity. The dominant features of 
these fields are bright bands along the breaking phase 
of the incident wave motion and streaks of brightness 
~ 2 to 4 km apart that are perpendicular to the wave 
phase surfaces. In each case, the structures closely re- 
semble the brightness patterns frequently observed in 
NLC displays (see Figure 1). 

Variations in brightness are more difficult to quan- 
:::•. ... .•,... ^• o• fin- Figure 2 varies from ~ 
0 to 2, relative to the mean, for each viewing angle. 
These values may not be representative, however, and 
a more thorough assessment of the dependencies on 
NLC width and viewing angle is provided below. 

Brightness Variations with Viewing Angle and NLC 
Width 

To quantify [he variations in NLC brighiness, we 
presen[ in Figure 3 s[andard deviations of brightness 
(or contrast) as functions of viewing angle and NLC 
layer width. Figure 3a shows the contras[ variations 
for cloud layer wid[hs of 0.5, 1, and 2 km for an az- 
imu[h of 135 ø as a function of elevation angle. Figure 
3b compares the probabiliW dis[ribution of brightness 
predicted for various elevation angles a[ an azimuth of 
qb - 135 ø and a cloud layer wid[h of i kin. As expec[- 
ed, viewing up through the vortex s•ruc•ures leads 
to maximum con[ras[, while viewing more normal to 
these struc[ures and a[ lower elevation angles decreases 
contrast. The con[fast also increases as [he cloud layer 
thins and decreases as the layer thickness approaches 
the spacing between adjacen[ vor[ex strutlures. 
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Figure 2. Simulated NLC brightness at the time of lnaximum instability amplitude at an elevation of 18 ø 
and azimuths of 180 ø (a), 135 ø (b), 90 ø (c), and 0 ø (d). These images represent projections of an area with 
xo - 2yo - 4H. 
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Figure 3. Contrast as a function of elevation angle 
(or ground range L versus altitude Z) for cloud layer 
widths of 0.5, 1, and 2 km and an azimuth of 135 ø (a) 
and distributions of brightness at four elevations for a 
cloud layer width of i km and an azimuth of 135 ø (b). 

Discussion and Conclusions 

We have presented a simple model of the effects of 
advection within a 3-D simulation of a breaking grav- 
ity wave on the structure and variable brightness of 
an NLC layer assumed to be embedded in the motion 
field. The advection approximation is justified because 
the time scale for wave breaking and instability (~ tens 
of minutes) is much shorter than that for NLC particle 
growth or decay (~ hours) for wave motions at hori- 
zontal scales ~ 100 km or less. The placement of the 
NLC layer was chosen to optimize the advection by the 
3-D instability in a manner consistent with observed 
NLC structures. 

Our modeled NLC structure captures a number of 
the features commonly observed in such displays, in- 
cluding enhanced brightness along a fairly discrete 
phase of the incident wave motion, the alignment of 

closely spaced brightness streaks perpendicular to, and 
in close association with, the bright phase structures 
of the incident gravity wave, and a dependence of the 
observed NLC structure on viewing angle. 

Given these similarities, we believe a good case can 
be made that the observed NLC structures are com- 
monly due to upward-propagating and breaking grav- 
ity waves. Also given the scales at which NLC streaks 
typically occur near the summer mesopause and the 
correspondence of these with the vertical scales of wave 
instability, such wave motions and their transports of 
energy and momentum are likely to have very dramat- 
ic effects on the dynamics and structure of this region 
of the atmosphere. In principle, it should be possible 
to use NLC observations to develop a qualitative, and 
perhaps quantitative, statistical view of wave forcing 
of this region for comparison with or extension of lim- 
ited radar and lidar measurements at discrete sites. 

Similar structures noted in airglow observations 
[Taylor and Hapgood, 1990] may have similar origins, 
provided that the widths of these layers are less than 
the scales of the wave and instability features account- 
ing for layer deformation, and may lead to similar in- 
ferences about wave transports and ttteir influences at 
mesospheric and lower thermospheric heights. Because 
wave signatures in airglow layers depend on both dy- 
namical and photochemical effects, however, we will 
provide an assessment of these effects inferred from 
our 3-D modeling studies elsewhere. 
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Weather Research Model-Data Comparison (Katrina)

[Skamarock and Klemp, JCP, 227, 2008]

plicated in that model forecast errors are strongly affected by deficiencies in model initial conditions and phys-
ics. We can, however, look at the statistics of the flow and determine whether the statistics related to the small-
scale structures are consistent with observations [1]. This provides an additional perspective on verification
that addresses the realism of scales represented in the model rather than quantitative accuracy, and allow
an assessment of the scale selectivity of dissipation in the model.

Kinetic energy (KE) spectra for the Dx = 4 km spring–summer 2003 ARW experimental forecasts were
examined in [34]. The ARW spectra reproduced the wavenumber dependent transition from k!3 ! k!5=3,
where k is the wavenumber, that was observed and analyzed [27,23]. The ARW results indicated that the char-
acter of the spectra and the transition was largely independent of height in the free troposphere and lower
stratosphere. The ARW spectra also showed a sharp dropoff of energy at the highest wavenumbers, indicating
where the filters in the model are dissipating energy. The sharp drop-off is not physical – the observed spectra
continue to show k!5/3 behavior. Model numerics do not correctly represent the smallest wavelengths (2–6Dx),
and removal of energy at these scales is appropriate and important to prevent aliasing to the well-resolved
longer wavelengths. We discuss the filters and energy dissipation in models in Section 3.4.

Fig. 8 depicts KE spectra for a two-week period from January 2005 taken from a winter forecast experi-
ment (DWFE [4]) using the ARW model with Dx = 5 km covering the continental United States. The KE
spectra are computed using the approach described in [34]. The winter season weather is characterized by
propagating baroclinic waves as opposed to unstable deep convection characteristic of the summer season.
Even with the different weather regimes, the winter-season spectra are similar to the summer season spectra.
Both show the k!3 ! k!5=3 transition at a several hundred kilometer wavelength and a lack of height depen-
dence. There is also a sharp dropoff of energy at wavelength of approximately 7Dx–8Dx consistent with the
summer season forecast-derived spectra [34].

Since the scale depth of the atmosphere is of order 10 km, the spectral transition and the mesoscale spec-
trum correspond to two-dimensional flow. There have been a number of hypotheses proposed to explain the
transition and the mesoscale character of the spectra (see [23] for a summary), but no conclusive evidence has
been presented to confirm any of the candidates. To gain additional insight into the mesoscale spectra, we
have decomposed the spectrum from a recent summer-season forecast into rotational, divergent, and defor-
mational components. This is accomplished by decomposing the horizontal velocity fields into a rotational

Fig. 7. Observed radar reflectivity (left) from the Mobile Alabama radar for Hurricane Katrina making landfall at 14 UTC 29 August
2005. A 62 h ARW reflectivity forecast valid at that time using Dx = 4 km.

W.C. Skamarock, J.B. Klemp / Journal of Computational Physics 227 (2008) 3465–3485 3479
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The topographic profile at the location of the LMA obser-
vations is presented by Rison et al. [1999] (Figures 3, 4
and 6) and justifies the assumption of a flat ground plane at
the above altitude, due to the relatively small variations of
the ground elevation (!1 km) in comparison with the
altitudes of the charge centers and that of the development
of the intracloud discharge (between 6 and 11 km, see
Figure 5). The simulated discharge is initiated at an altitude
of 7.6 km above sea level (4.6 km above ground level),
"1.5 km radially away from the central vertical axis of the
simulation domain. The developing leader initially extends

vertically without showing much branching structure be-
tween "7.0 and "9.2 km before spreading horizontally in
the volume of the main negative and upper positive charge
layers (at altitudes around 6.5 and 10 km, respectively).
[32] Figure 5 presents an actual intracloud lightning

detected by the LMA over Langmuir Laboratory on 31 July
1999 at 2223 (local time). This event is similar to the bilevel
discharge first reported by Rison et al. [1999]. We note that
the inception point of the discharge was at an altitude of
"8.0 km on the southeastern edge of the storm. The
discharge then propagates vertically between altitudes

Figure 4. Representation in Lightning Mapping Array (LMA) data form of a simulated intracloud
discharge. We use a formatting similar to that of the LMA data shown in Figure 5: (a) altitude of each
new link, (b) a projection of the discharge links onto the x–z vertical plane, (c) altitude histogram
representing the numbers of grid points occupied by the discharge links as a function of altitude, (d) a
horizontal (plan) projection of the discharge links onto the x–y plane, and (e) a projection of the
discharge links onto the y–z vertical plane. The crosses denote the position of the initiation of the
discharge.
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around 7.0 and 9.0 km, where horizontal propagation then
becomes dominant.
[33] Figure 6 is the same as Figure 4, except that only the

branches developing above the initiation point are shown.
In addition, we show the contours of the charge centers in
Figures 6b, 6d and 6e by dashed gray lines. The upper
positive, central negative and lower positive charge centers
are shown in Figures 6b and 6e, while only the upper
positive charge layer is illustrated in Figure 6d. Inspection
of this figure shows that the negative leaders are essentially
contained in the upper positive charge layer. Figure 7 is the
same as Figure 4, except that now only the branches

developing below the initiation point are shown. Similarly
to Figure 6, we plotted the contours of the upper positive,
central negative and lower positive charge centers in
Figures 7b and 7e, and those of the central negative layer
in Figure 7d. It can be noticed from this figure that positive
leaders are mainly ‘‘trapped’’ in the central negative charge
layer.
[34] Figure 8a shows the model discharge of Figure 4 in a

3-D representation, while Figures 8b and 8c compare
respectively the total electric field and potential before
and after the flash at the center of the simulation domain,
along the vertical axis. The propagation threshold given by

Figure 5. An actual bilevel intracloud flash measured by the LMA during the thunderstorm on 31 July
1999 at 2223 (local time). Locations of VHF radiation sources detected by the LMA are displayed using
different formatting in five panels: (a) altitude versus time, (b) a projection of the sources onto the west–
east vertical plane, (c) altitude histogram of the sources in 100-m bins, (d) a horizontal (plan) projection
of the sources, and (e) a projection of the sources onto the south–north vertical plane.
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Simulated Fractal Model vs. Lightning Mapper Array Data  
for Intracloud Lightning Discharge 

[Riousset et al., JGR, 112, 2007]

http://onlinelibrary.wiley.com/doi/10.1029/2006JD007621/full


velocity and brightness found so far is in an upward moving
streamer head.

3. Streamer Head Analysis

[8] The streamer heads are slightly elongated in the
direction of propagation. With 50 ms gating the streamer
heads would move 2–3 pixels during the exposure time.
Thus the elongation appears to be an artifact of velocity.
The streamer heads are brightest in the center and a
Gaussian profile fits the observed horizontal intensity pro-
files very well. In the case where streamer heads saturate the
imager the wings of the profiles fit a Gaussian. Many
streamer heads can be followed as they brighten into
saturation, and a Gaussian profile can be used to extrapolate
and obtain the maximum brightness. A sequence of images
showing the streamer head pointed to in Figure 1 is shown
in Figure 2. The images have been enhanced to show low
intensity features. The streamer head was first detected at an
altitude of 96 km, brightened as it descended, and went out
of our field of view at an altitude of 73 km. Below the
image slices are shown three horizontal intensity profiles
through the centers and the fitted Gaussian profiles. The
streamer head goes from non-saturation to severe saturation
as it brightens. The rightmost Gaussian fit indicates a
maximum brightness of 2.2 times saturation.
[9] Brightness analysis was performed on isolated and

well-defined streamer heads, such as shown in Figure 2, to
provide unambiguous fitting with a Gaussian profile. The fit
was made separately for each row covering the streamer
head. The base of the Gaussian was set at the background
level. The row signal was then calculated by integrating the
Gaussian and the total signal in the streamer head by
summing over the rows. We did attempt a 2-D Gaussian
fit, as is often used for stars in astronomical applications,

but that did not work well because of effects from nearby
luminous sprite structures. Also movement of the streamer
head creates asymmetries between front and back (top and
bottom) of the streamer head. The analysis of upward
streamers (not presented here) is significantly more chal-
lenging as they propagate against a background of luminous
sprite structures.
[10] Figure 3 shows the total counts for the downward

very bright streamer head shown in Figure 2. The maximum
pixel count is about 600,000. The streamer heads in the left
of center in Figure 1, more typical of the larger data set,
have maximum counts near 100,000. The pronounced
dimming in frame 13 is not entirely real. At this time the
streamer head splits into two and it was difficult to separate
the two parts, but it does appear that there is a real dimming
associated with the splitting. A splitting is also seen at the
end of the sequence. We note that when streamer heads split
they do so without any significant pause or interruption to
otherwise smoothly advancing propagation.

4. Imager Response Calibration

[11] The intensity response of the imager was calibrated
using a rich star field in the general area of the observations.
The area was centered on 22h:48m right ascension and 43!
declination (in the constellation Lacerta). The recordings
were made at 100 fps. At this frame rate the stars were well
defined without saturating the detector. To improve signal to
noise we made a 600 frame average, which also eliminated
twinkling effects. The image format was the same as the
image shown in Figure 1. The signal above background
from 70 stars, covering a magnitude range of 3.5 to 8.5, was
extracted and the star magnitudes and spectral types were
obtained from the Smithsonian Astronomical Observatory
(SAO) star catalog.
[12] The star signal recorded is affected by atmospheric

transmission and intensifier response, both of which are

Figure 1. Frame from near the start of the event 9 July,
2005 at 04:38:00 UT. Most of the beadlike structures
are streamer heads moving rapidly downwards. The 256 !
256 pixel image is rotated so that the vertical is up-down.
Arrow points to the streamer head analyzed (Figures 2
and 3). The altitude is based on an assumed range of 335 km.
An enhanced, false color animation is available in the
auxiliary material.

Figure 2. Strips extracted from successive images show-
ing the downward streamer head movement. Bottom shows
Gaussian profiles fitted to a row across the streamer head
center at 3 points in the series. The dots are the row pixel
values. The streamer head does not saturate in the left
profile, just saturates in the middle profile, and in the right
profile the peak brightness is 2.2 times saturation. In the
right profile the background is higher as luminosity from a
nearby structure extends into the left wing of the streamer
head. A black strip is inserted where a frame was dropped
by the camera.
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Figure 2. A time sequence of intensity distributions of 1PN2 for a downward-propagating model positive streamer at 75-km
altitude. The sequence of images is shown with 20-ms interval, starting at 100 ms and ending at 300 ms. The formatting is
consistent with that of Stenbaek-Nielsen et al. [2007, Figure 2].
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Sprite Streamer Observations and Modeling:

[Stenbaeck-Nielsen et al., GRL, 34, 2007]

[Liu et al., JGR, 114, 2009]
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the GW structure, consecutive raw images are subtracted to
create difference images. Then the difference images are
unwrapped onto geographical coordinates. This algorithm
was introduced by Garcia et al. [1997], and was applied in
Y09. The unwrapped difference image on a flat geographic
field for Figure 1a is shown in Figure 1b. We see that the
elliptical rings are transformed into nearly circular rings.
Another group of rings moving southwest(SW)ward from
the upper right-hand corner is also visible in Figure 1b.
Although a very large area of 800 km ! 800 km is plotted in
Figure 1b to display as many wave structures as possible,
GWs at the edges are distorted, so their parameters cannot be
measured accurately there.
[10] Selected flat-field OH images on 8 September 2005

(approximately 30 min apart) are displayed in Figure 2.
An animation playing the sequence of all difference OH
images during this night is provided as auxiliary material.1

From 0300 to 0845 UT, the appearance of concentric GWs
changed dramatically. At "0300 UT, one group of concen-
tric rings was centered on northeastern Colorado at (39N–
40N, 101–103W). The southern portion of the rings were
blocked by clouds (gray and white patches). Clouds in the
raw images are noticeably brighter than the ambient airglow
emissions and stars, and move through the imager field of
view quickly. Additionally, clouds usually block stars and
saturate the airglow images. By fitting (round) circles of
different radii to each ring, we estimate each ring’s epicenter,
and show them as red dots in Figure 2. If the intervening
wind between the tropopause and mesopause is negligible,
these epicenters will coincide with the locations of the
wave sources in the lower atmosphere. The only known
common tropospheric source which can create symmetric,
concentric rings of high-frequency GWs are deep convective
plumes [e.g., Piani et al., 2000; Lane et al., 2001; Vadas and
Fritts, 2009]. Point sources, such as earthquakes and nuclear
explosions, also excite concentric GWs, although they are

unusual. Horizontal body forces (created from the momen-
tum deposited in the fluid when a GW breaks) also create
concentric rings; however they are asymmetric, not sym-
metric (e.g., the amplitudes of the GWs parallel (perpen-
dicular) to the force direction are maximum (zero)) [Vadas
et al., 2003]. For the 11 May 2004 event, Y09 traced the
concentric GWs back to their sources, which were two adja-
cent single plumes. On that night and on 8 September 2005,
the Thermosphere-Ionosphere-Mesosphere-Electrodynamics
General Circulation Model (TIME-GCM) model climato-
logical wind and radiosonde wind were smaller than 20 m/s
at all altitudes [see Y09, Figures 7–9].
[11] The red dots in Figure 2a show that there may be

multiple wave centers in the area of (39–40N, 101W–103W)
if the intervening wind is negligible; this could be indicative
of different convective plumes within a cluster or complex.
Otherwise, temporally or spatially varying background
winds can also lead to such an observation, since the wind
Doppler shifts the GWs in each ring and each epicenter
differently because the GWs in each ring have different
frequencies and phase velocities (V09). We see this as fol-
lows. For zero background wind, the angle that a high-
frequency, small-scale GW’s phase front makes with the
vertical is a, and is related to the GW’s intrinsic frequency,
wI, via [Hines, 1967],

cos a " wI

N
ð1Þ

where N is the Brunt-Vaisala frequency. If the background
wind is constant in time, the apparent or observed GW fre-
quency is constant in time [Lighthill, 1978]. For a vertical
propagation distance from convective overshoot to the OH
layer of Dz, and if the constant background wind is constant
with altitude (or negligible), the radius of a GW in the hor-
izontal plane of the OH layer is

R ¼ Dz tana ¼ Dz
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðN=wI Þ2 & 1

q
: ð2Þ

Figure 1. (a) OH raw image at 0350 UT, 8 September 2005. Top and left correspond to north and west,
respectively. Elliptical rings radiate from the lower right corner. The bright band across the field of view is
the Milky Way. The two shadows on the top are irrelevant objects installed near the imager on the ground.
(b) Unwrapped difference image on a 800 km ! 800 km area.

1Auxiliary materials are available in the HTML. doi:10.1029/
2011JD017025.
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Figure 12. Horizontal slices of I ′=I at z = 86 km at 0300, 0330, 0400, 0430, 0500, 0530, 0600, 0630,
0700, 0730, 0800 and 0830 UT, calculated from the ray trace model on 08 September 2005. The back-
ground wind model with the radiosonde/TIME-GCM wind is used. The dashed lines show the state lines.
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Concentric Gravity Waves Above a Convective System

[Vadas et al., JGR, 117, 2012]

http://onlinelibrary.wiley.com/doi/10.1029/2011JD017025/full


Modeled Pressure Perturbation and Glass Damage Following 
the Chelyabinsk Meteor Event

[Popova et al., Science, 342, 2013]
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Fig. S43C. The relative pressure  Р/Р0 distribution (P0 is the pressure at the surface) for Case V (520 kt 

TNT released in proportion to the light curve). 

 
Blast Wave Arrival Times 

(Contributed by: V. V. Shuvalov, O. P. Popova, Y. S. Rybnov, and P. Jenniskens) 

 
A blast wave is a particular type of shock wave caused by the deposition of a large amount of 

energy in a small very localized volume, a propagating disturbance characterized by an 

extremely rapid rise in temperature, pressure, and density [91]. Blast wave arrival times can be 

estimated assuming that the wave expands with a constant velocity equal to the sound speed. Our 

numerical simulations show that this is a good assumption for the blast wave when an airburst 

occurs at high altitude [91]: 

http://www.sciencemag.org/content/342/6162/1069.short


These are just a few examples of combined 
modeling and observational/experimental 
studies – many other diverse and excellent 
case studies exist in the literature!



Summary / Conclusions
• Modeling is too diverse to capture in any one talk (as 

also demonstrated by last year’s Student Workshop). 

• Models are never perfect, but are frequently useful. 

• When used appropriately and creatively, modeling is 
an important and complementary methodology to 
experiment, observation, and theory.  

• Collaboration is encouraged!


