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Illustration of the various processes affecting the ITM as a function of their 
characteristic time scale and vertical domain. Illustrations (not to scale) of typical 

temperature (thick black solid) and ionospheric electron density (purple dash) profiles 
are shown to the right. The solid arrows indicate interaction pathways, while the 

dashed arrows indicate the propagation directions in the vertical. 

1.1 Long-Term ITM Variability from Waves
q Most of the day-to-day and longitudinal variability of the ITM not 

associated with solar/geomagnetic effects can be attributed to internal 
waves originating in the lower atmosphere including tides, KWs, PWs, 
and GWs (see reviews by Liu, 2016; Yiğit and Medvedev, 2015). 

q Understanding and characterizing long-term (>10-day) ITM variability and 
its connections to terrestrial drivers is critical for achieving whole 
atmosphere predictability (Sassi et al., 2019). 

q ITM impacts of lower atmospheric variability over long-term time scales 
have received little attention, despite clear evidence since the 30s-50s.

q Challenges: 
(a) there is abundant evidence of long-term variations of wave 

amplitudes in the ITM, but how and why such variations occur still 
remain unclear;

(b) long-term ITM variations due to major tropospheric and 
stratospheric variability have been observed but the physical 
pathways are still poorly understood;

(c) PW-scale oscillations couple the lower and upper atmospheres, 
but it remains unclear to what extent they impact the ionosphere 
directly via wind-dynamo coupling, or indirectly via modulation of 
waves.

3 of 919 June 2022

Sassi et al., 2019
q Modes of inter-annual variability include the stratospheric QBO; the 

tropospheric ENSO, and the Solar Cycle variaQon.
q Modes of intra-annual variability include the stratospheric and 

mesospheric SAO and AO, and the tropospheric MJO. 
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2.1 Inter-Annual ITM Variations: QBO 
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Time series of 1958-2008 equatorial monthly-mean zonal-mean zonal wind averaged 
over 2S-2N from ECMWF and ERA reanalyses.
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Anstey and Shepherd, 2014q The QBO is an alterna'ng westerly and easterly zonal wind 
regime that descends from the tropical upper stratosphere to 
the tropical tropopause with a ~28-month cycle (Baldwin 2001).

q The QBO is the largest source of inter-annual variability in the 
tropical stratosphere, and its influence extends to higher 
laCtudes throughout the lower atmosphere.

q Ground/space-based observaCons show large QBO-like 
oscillaCons in a number of ITM parameters.

q QBO background wind variaCons extend well into the MLT 
where they are out of phase with the stratospheric QBO. 

q Several pathways have been proposed to explain QBO-ITM 
coupling, but there is yet no scienCfic consensus regarding the 
main physical processes responsible for this coupling.

q QBO influences on upward-propagaCng waves include Doppler 
shiOing effects and wave filtering in the stratosphere and 
mesosphere, e.g., higher-frequency waves are harder to 
dissipate than lower-frequency waves of comparable 
wavelength.

q The QBO-ITM connecCons are not well established due to:
(a) limited observaConal record across alCtudes.
(b) unrealisCc LB forcing in ITM models and shortcomings of 

physical parameterizaCons (e.g., GW drag).
(c) aliasing from 26- to 28-month variaCons in solar UV/EUV.
(d) complexity of solar cycle-QBO-ENSO coupling.



2.2 Inter-Annual ITM Variations: ENSO
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q The ENSO is an irregular periodic varia.on in winds and sea surface 
temperatures over the tropical eastern Pacific Ocean affec/ng the climate of 
much of the tropics and subtropics, with the warming (cooling) phase of sea 
temperature known as El Niño (La Niña). 

q Changes in the horizontal distribu/on, ver/cal penetra/on, or intensity of 
convec.on in the tropical Pacific Ocean from ENSO impact the ITM. 

q Large-scale convec/on from ENSO can facilitate the excita.on of nonmigra.ng 
.des through latent heat release, nonlinear interac/on with PWs, and the 
background atmospheric changes.

q Numerical simula/ons (e.g., Pedatella & Liu, 2012, 2013) suggest that ENSO-
induced MLT variability is ~10-30% and ionospheric variability is ~10-15%. 

q DW1 enhancement is most notable during El Niño /me periods and DW1 is only 
slightly decreased during La Niña, with enhancements driven by anomalously 
large tropospheric radia/ve forcing

q The nonmigra/ng DE3 and DE2 are the most affected by ENSO exhibi/ng 
enhancements during La Niña (and are only a slight response to El Niño) driven by 
large tropospheric latent (and radia/ve) hea/ng forcing.

q Effects from the coupling between ENSO, the QBO, and the solar cycle are aspects 
that require further research.

PEDATELLA AND LIU: ENSO TIDAL VARIABILITY

Figure 2. Changes in the zonal mean zonal wind (contours) for January during El Niño time peri-
ods. Colors represent the anomalous forcing due to (a) EP flux divergence, (b) meridional and vertical
advection, (c) gravity waves, and (d) the sum of the forcing in Figures 2a–2c.

results in Figure 2 are for El Niño conditions during
January; however, we note that our overall conclusions on
the driving mechanisms of the zonal mean variability hold
for all months as well as for La Niña time periods. Changes
in the EP Flux divergence, meridional and vertical advec-
tion, and gravity wave forcing are shown in Figures 2a, 2b,
and 2c, respectively. The total anomalous forcing is pre-
sented in Figure 2d and corresponds to the sum of the terms
on the right-hand side of equation (1). The results in Figure 2
illustrate that changes in the residual circulation (Figure 2b)
and gravity wave forcing (Figure 2c) are primarily responsi-
ble for generating variability in the zonal mean zonal winds
due to the ENSO. In particular, it is clear from Figure 2 that
the negative anomaly in the high-latitude winter stratosphere
is driven primarily by changes in the residual circulation
with a smaller contribution due to the resolved wave forc-
ing which is represented by the EP flux divergence. At low
latitudes, the negative anomaly near !50 km is again forced
primarily by changes in the residual circulation, while the
positive anomaly that occurs above this altitude is driven
by a combination of changes in the residual circulation and
gravity wave forcing.

4. Tidal Variability in the Mesosphere
and Lower Thermosphere

[14] As discussed in section 1, the tidal variability in the
MLT due to the ENSO is attributed to three sources: changes
in the background atmosphere, changes in tropospheric tidal
forcing, and planetary wave-tide interactions. In the follow-
ing sections, we will discuss how these various mechanisms
may generate variability in the DW1, DE2, DE3, and SW4.
The influence of changes in the background atmosphere are
investigated through the use of the GSWM. Analysis of the
WACCM model results are used to determine the role that
changes in tropospheric forcing have on the tidal variabil-
ity in the MLT. Note that we have limited our discussion
to the DW1, DE2, DE3, and SW4 since these are the tides
that exhibit the largest response to the ENSO [Pedatella and
Liu, 2012].

4.1. DW1
[15] The WACCM simulated changes in the DW1 that

occur at 110 km during El Niño and La Niña time peri-
ods from November to April are shown in Figures 3a and

2748

Changes in the zonal mean zonal wind for January during El Ninõ time periods. 
Colors represent the anomalous forcing due to (a) EP flux divergence, (b) meridional 

and vertical advection, (c) gravity waves, and (d) the sum of the forcing in a-c.

Pedatella & Liu, 2013
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2.3 Inter-Annual ITM Varia?ons: Solar Cycle

Percent changes in zonal-mean O/O2 ratio averaged over low latitudes from TIE-GCM
including CTMT lower boundary tidal forcing between 100 and 200 km during September
under solar min (dotted line) and max (dashed line) conditions.

q Solar cycle variaCons in ITM Cdal temperature, 
density, horizontal and verCcal winds have been 
long reported (Oberheide et al., 2009). 

q NO and CO2 radiaCve cooling rates in the 
thermosphere have a strong solar cycle 
dependence (Mlynczak et al., 2010, 2014). 

q Solar cycle effects can be associated with 'dally 
induced modula'on of mean thermospheric 
temperatures and composi'on, with up to a ∼20% 
decrease in the electron density in NmF2 driven by 
decreases in [O] and increases in [O2] due to the 
Cdes at solar medium from TIE-GCM simulaCons 
(Jones et al., 2016). 

q Tidal/KW dissipaCon becomes more important as 
solar acCvity increases, with reduced (increased) 
amplitudes in the middle thermosphere for 
increased (decreased) solar ac'vity. This response 
can be explained as due to the effect of molecular 
dissipaCon below ~200 km and the hydrostaCc law 
above ~200 km (Gasperini et al., 2018). 

Journal of Geophysical Research: Space Physics 10.1002/2016JA022701

Figure 8. (a) Percent changes in zonal-mean O/O2 ratio averaged over low latitudes from TIE-GCM simulations including CTMT lower boundary tidal forcing
between 100 and 200 km during September under solar minimum (dotted line) and maximum (dashed line) conditions. (b–e) Percent changes in [O] (O/O2)
from TIE-GCM simulations with/without TBCs at low latitudes and between 100 and 200 km during September. Differences computed from simulations under
solar minimum (maximum) conditions are shown in Figures 8b and 8c (Figures 8d and 8e). Percent differences are contoured every ±5%.

Figure 9. Same as Figure 6, except for O2 time constants that extend down to the TIE-GCM lower boundary of 97 km.
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Jones et al., 2016

analyze the time series of the ratio between DE3 densities at 110 km and
those at 260 km, as shown by the green line in Fig. 7b. Although DE3
presents no clear correlation with S10.7 at 110 km or 260 km, the ratio
between the DE3 at the two heights shows significant anti-correlation
with the solar EUV index (r ¼ "0.73). This result agrees with the phys-
ics underlined in Section 3.3.1. Increased (decreased) solar activity cor-
responds to higher (lower) mean density and larger (smaller) scale
heights, which translates to higher (lower) peak heights and reduced
(increased) amplitudes around 200 km. Above about 200 km, where fast
vertical diffusion occurs, the hydrostatic law determines how the density
response increases with height for a given level of solar activity. Higher
(lower) S10.7 levels translate to larger (smaller) scale heights, thus a
reduction (increase) in the rate of growth of density perturbation with
height, resulting in smaller (larger) amplitudes in the middle thermo-
sphere (i.e., 260 km). Both of these effects contribute to produce reduced
density perturbations in the middle thermosphere for higher solar ac-
tivity levels, thus yielding the observed anti-correlation between the DE3
density ratios and S10.7 values.

In Fig. 8, the ratios (i.e., 260 km over 110 km) of symmetric DE3
density perturbations as function of latitude and S10.7 level calculated
using SABER and GOCE data (panel a) are compared with the ones
calculated from HMEs (panel b). Fig. 8c shows the scatter plot of S10.7
versus DE3 ratios at the equator and the linear fit used to derive Fig. 8a.
The similarities between the HME predictions and the SABER-GOCE
observations are compelling. Examining Fig. 8, one can see the inverse
relationship between S10.7 and the DE3 ratios, but also evidence of
latitudinal broadening with height. The broadening of latitude structures
with height is evidenced by increasing ratios with latitude for fixed levels
of solar activity. This characteristic is attributable to the effect of dissi-
pation (see discussions in sections 3.1 and 3.2). The ratios are comprised
between 0.1 and 0.8 for S10.7 ranging from 60 to 200 and are higher for
lower solar activity levels.

Fig. 9 presents the altitude profile of symmetric DE3 density pertur-
bations (panel a) and the ratios normalized to 110 km (panel b) for three
solar flux levels: 70 sfu, 110 sfu, and 170 sfu, as output from the HMEs
(same as Oberheide et al., 2009). As shown in Fig. 9, DE3 density per-
turbations reach a maximum of about 16.5% around 120 km (where χ≈1)
and then decrease exponentially (according to the factor β) before
increasing again above around 200 km (according to the hydrostatic
law). The amplitude of the peak is not very sensitive to the solar flux level
and the height of the peak only slightly; however, the profile shape above
the peak varies significantly with solar flux level, such that higher am-
plitudes are achieved in the middle-upper thermosphere (i.e., >200 km)
for lower F10.7 values. As previously discussed, this phenomenon is due

to the combined effect of dissipation above the peak (i.e., parameter β),
and the hydrostatic law above about 200 km. Fig. 9 also shows the ver-
tical profile of symmetric DE3 temperatures from HMEs (dot-dashed
lines). Note that temperatures reach asymptotic values (i.e., the response
is height-independent) above about 200 km, where density perturbations
increase according to the hydrostatic law. Also note that in the middle
thermosphere the temperature ratios are not as sensitive to solar activity
level as the density perturbations and do not increase considerably with
height above about 300 km.

In addition to displaying the vertical profiles of DE3 from HMEs,

Fig. 7. (a) Symmetric DE3 density perturbations at 110 km (black line) and 260 km (blue line) compared to S10.7 (red dashed-dot line) for 2010–2012. The amplitudes refer to 27-day
running means and are averaged around the equator (±12∘ latitude). DE3 temperatures at 110 km are converted to DE3 densities using the HME ratios shown in Fig. 6. (b) Ratios between
symmetric DE3 densities at 260 km and 110 km (green line), compared to S10.7 variability (red line). Significant anti-correlation is found between the ratios and S10.7 with r ¼ "0.73 over
the 3-year period. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 8. Ratios of symmetric DE3 density perturbations as function of latitude and S10.7
level calculated linearly fitting S10.7 and the ratios from SABER and GOCE data (panel a)
and from HMEs (panel b). Strong similarities between HMEs and SABER-GOCE observa-
tions, with ratios comprised between 0.1 and 0.8 for S10.7 ranging from 60 to 200. Note
the inverse relationship between S10.7 and the DE3 ratios and the latitudinal broadening
with height due to the effect of dissipation. Panel c shows the scatter plot of S10.7 versus
DE3 ratios at the equator and the linear fit used to derive the ratios in panel a.

F. Gasperini et al. Journal of Atmospheric and Solar-Terrestrial Physics 171 (2018) 176–187

184

Gasperini et al., 2018

Ratios of symmetric DE3 density as a function of lat. and
S10.7 calculated linearly fitting S10.7 and the ratios from
SABER/GOCE data (a) and from HMEs (b). Panel c shows
the scatter plot of S10.7 versus DE3 ratios at the equator and
the linear fit used to derive the ratios in (a).



3.1 Intra-Annual ITM Variations: AO & SAO
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q AO and SAO varia+ons have been observed in globally averaged thermospheric mass density 
since the early 1960s but their origin is s+ll not well understood.

q The Earth’s ellip+cal orbit around the Sun introduces a ~ 7% difference in the solar irradiance 
that reaches the Earth’s thermosphere between early July (aphelion) and early January 
(perihelion), causing an annual varia)on in the ITM.

q The SAO is the second-largest fluctua+on in global average density, aNer the solar cycle, and 
is characterized by maxima near the equinoxes and minima near the sols)ces and solar 
minimum amplitudes of ∼15% at 400 km (increasing with al+tude and solar flux level). 

q Various other mechanisms have been proposed to explain the global ITM SAO, including:
q geomagne+c ac+vity (e.g., Walterscheid, 1982)
q the thermospheric-spoon mechanism (TSM, e.g., Fuller-Rowell, 1998) 
q the seasonally varying eddy mixing (Kzz) hypothesis (e.g., Qian et al., 2009, 2013, 2022)

q The TSM is an internal, large-scale meridional and ver+cal circula+on of cons+tuents due to 
the la+tudinal gradient in radia+ve forcing driving stronger interhemispheric transport at the 
sols+ces. The summer-to-winter circula)on causes stronger mixing of the thermosphere 
during sols)ces, and thus smaller neutral density scale height and mass density. 

q Recent numerical results (Jones et al., 2018, 2021) suggest that the primary source of the 
global ITM SAO is the changing solar illumina+on due to the Earth’s obliquity, i.e., the TSM.

Journal of Geophysical Research: Space Physics 10.1002/2017JA024861

Figure 2. IAVs in (a) globally averaged mass density at 400 km and
(b) TEC in % relative to their global and annual averages from TIME-GCM.
Shown are results from the Standard, Full Tilt (black stars); w/o GW,
Full Tilt (orange diamonds); w/o GW+TD, Full Tilt (purple triangles);
w/o GW+TD, Half Tilt (red squares); and w/o GW+TD, No Tilt
(cyan circles) simulations.

To analyze the role lower atmospheric wave processes and the obliquity-
driven TSM plays in driving the global T-I SAO, we performed five TIME-GCM
simulations. We quantify the relative effects that lower atmospheric wave
processes (Figure 1, dashed light green box) have on the global T-I SAO
using a “Standard, Full Tilt” simulation (includes parameterized gravity waves,
GSWM-09 tides, and 23.5∘ obliquity) and a “w/o GW, Full Tilt” simulation
(exclude/without (w/o) gravity waves (GW), includes GSWM-09 tides and
23.5∘ obliquity) previously performed by Jones et al. (2017). The three remain-
ing TIME-GCM simulations were performed without parameterized gravity
waves or lower boundary tides (abbreviated “w/o GW+TD”), and three obliq-
uity values: (1) ! = 23.5∘ (this simulation is identical to TIME-GCM simulation
(4) described in Jones et al., 2017, and is denoted herein as “w/o GW+TD,
Full Tilt”); (2) ! = 11.75∘ (w/o GW+TD, Half Tilt); and (3) ! = 0∘ (“w/o
GW+TD, No Tilt,” representing perpetual equinox conditions; that is, the sub-
solar point is on the equator every day of the year). Changing the Earth’s
obliquity changes the IAV of received solar radiation at a given latitude.
Changes in the amount of received solar radiation affect meridional tempera-
ture gradients and consequently meridional and vertical transport of neutral
constituents in the thermosphere. We quantify the extent to which changes
in the Earth’s obliquity alter interhemispheric transport, and thus the global
T-I SAO, by evaluating the individual species continuity equation, as well as
the momentum equations, from the simulations with different obliquities.

3. Results and Analysis

As discussed in section 1, Figure 1 schematically illustrates the different pro-
posed and established pathways that affect the global T-I SAO. With respect
to the TSM, which is the main focus of this paper, the flowchart in Figure 1 pro-
gresses from the outermost blue box (Earth’s obliquity), through the TSM, and
to the global T-I SAO phenomenon. Our results and analysis in section 3 are
presented in approximately reverse causal order: We begin by illustrating the
global T-I SAO and interhemispheric flows from our different TIME-GCM simu-
lations (section 3.1), then proceed to the differential effect of interhemispheric
flows on composition (section 3.2), and finally illustrate the effect of obliq-
uity on the interhemispheric flows (section 3.1). Additionally, in section 3.1
we illustrate how lower atmospheric wave processes (green boxes in Figure 1)
affect the interhemispheric flows in the TIME-GCM simulations.

3.1. Global T-I SAO and Interhemispheric Flows in the TIME-GCM
Figure 2 shows the IAVs in mass density at 400 km and TEC relative to their global annual averages from
TIME-GCM simulations detailed in section 2, while Table 1 lists the SAO amplitudes and phases calculated
via least squares fitting these same IAVs in mass density and TEC. All the TIME-GCM simulations depicted in
Figure 2 have appreciable SAO amplitudes in mass density and TEC, except for the No Tilt simulation (cyan
line). The only factor contributing to the SAO amplitude in the No Tilt simulation must be the Sun-Earth
distance, because the thermospheric spoon and Kzz mechanisms have been “turned off.” Weak T-I SAO ampli-
tudes in the No Tilt simulation reinforce that the Sun-Earth distance effect contributes very little to the T-I SAO
(Paetzold & Zschörner, 1961). In the Half Tilt simulation the Kzz mechanism remains “off,” while the TSM is effec-
tively switched back “on,” and as a result, a moderate SAO returns with amplitudes of 9.5% and 16.2% in mass
density and TEC, respectively (red line). This indicates that the resolved-scale (i.e., larger than the minimum
resolvable spatial scale), internally driven T-I SAO is a natural consequence of Earth’s obliquity. The full effect
of the TSM is realized in the w/o GW+TD Full Tilt simulation, in which the Kzz mechanism remains “off,” but the
full seasonal-latitudinal variation in received solar radiation has returned, leading to SAO amplitudes 3 times
larger than in the the Half Tilt simulation (Table 1). As reported by Jones et al. (2017), wave breaking and dissi-
pation mainly by atmospheric tides, and secondarily by gravity waves (Kzz hypothesis), act to suppress the T-I
SAO in the TIME-GCM, bringing their amplitudes into agreement with other climatological SAOs derived from
empirical models (see Figure 2 in Jones et al., 2017). For additional insight into the effect lower atmospheric

JONES ET AL. 935

Intra-annual variations in (a) globally averaged mass density at 400 km and (b) TEC in % relative to their global and annual averages from TIME-GCM 
from the Standard, Full Tilt (black stars); w/o GW, Full Tilt (orange diamonds); w/o GW+TD, Full Tilt (purple triangles); w/o GW+TD, Half Tilt (red 

squares); and w/o GW+TD, No Tilt (cyan circles) simulations.

Jones et al., 2018
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3.2 Intra-Annual ITM Varia?ons: MJO

MJO-modulation of rainfall 
(Wang et al., 2014).

q The MJO is a prominent low laQtude tropospheric eastward moving disturbance recurring every ~30-90 days in winds, clouds, 
rainfall and other variables and is the dominant mode of intra-seasonal variability in tropical convecCon and circulaCon.

q The MJO generates a whole spectrum of global-scale waves, and modulates stratospheric GW, GW drag, and mean winds, 
depending on its magnitude and phase (i.e., locaQon). 

q Non-migraCng Cdal amplitudes are modulated at the intra-seasonal MJO periods up to ~25% relaQve to the seasonal mean, 
twice as much compared with the migraQng Qdes (~10%) in the MLT region (Kumari et al., 2020). 

q The modulaCon of Cdal heaCng was shown to be comparaQvely more important than the modulaQon of background winds for 
non-migraQng Qdes (Kumari et al., 2021).

q The MJO-modulaQon of Qdes and UFKW extends well into the middle thermosphere, with evidence for an MJO-modulaQon of 
DE3 and UFKW and the thermospheric zonal mean winds (~20 m/s peak-to-peak; Gasperini et al., 2017, 2020).

q A ~15% peak-to-peak MJO-modulaQon of GWs up to 100 km and into the extra-tropics was recently found (Li & Lu, 2020, 2021).

MJO-modulation (Hovmoeller analysis) at 95 km of (a) DW1
averaged over the equator, (b) DE3 symmetric mode (c) DE3
asymmetric model from SABER temperatures (Kumari et al., 2021).

Journal of Geophysical Research: Space Physics 10.1029/2019JA027649

Figure 8. Height (50–260 km) versus MJO phase depiction of DE3 (a), UFKW (b), DW1 (c), and SW2 (d) low-latitude
(±40◦) zonal wind amplitudes obtained applying the composite analysis method to 3-hourly SD/WACCM-X output for
1980–2017. Strong MJO-phase dependency in DE3 and UFKW amplitudes exists above ∼120 km. DE3 (UFKW)
exhibits larger amplitudes of around +12% (+5%) during MJO P2–P3 and smaller amplitudes of around −12% (−3%)
during MJO P6–P8. The migrating DW1 and SW2 tides show smaller MJO-related amplitude variations above ∼110 km
(±2%). The white contour line indicates a 90% confidence level.

certain MJO phase is compared with the values from the 1,000 calculations to determine the statistical sig-
nificance. The large MJO-phase variations in UFKW and DE3 amplitudes are all above a 90% confidence
level, shown as a white contour line in Figure 8. Figures 8c and 8d show the height-MJO phase depiction for
the two migrating DW1 and SW2 tides. Both DW1 and SW2 demonstrate a weaker MJO phase dependency
in the thermosphere, as indicated by their smaller MJO-related amplitude variations above ∼110 km (±2%).
This result is expected as it agrees with our understanding of in situ generation for the thermospheric DW1
and SW2 tidal components (e.g., Jones et al., 2013; Vincent, 2015). Further analysis of Figure 8 reveals inter-
esting features at heights below ∼100 km. The MJO phase dependency in DE3 is reversed in the mesosphere
(∼60–90 km), with larger amplitudes around MJO P5–P8 (+3% to +5%) and smaller amplitudes around
MJO P2–P4 (−8% to −10%). Mesospheric UFKW amplitudes are found to be larger around MJO P1 and P8
(+4% to +6%) and smaller around MJO P3–P6 (−3% to −6%), while mesospheric DW1 amplitudes are found
to be larger around MJO P7–P8 and MJO P1 (+3% to +5%) and smaller around MJO P3–P6 (−6% to −8%).
Possible causes for the different DE3/UFKW behavior in the mesosphere may be attributable to changes
in ZM zonal winds that influence the wave propagation, changes in PW activity, and wave-wave nonlinear
interactions. Additional research is planned to better understand the role that each of these sources has in
generating the wave variability due to the MJO from the troposphere to the thermosphere. Note that the
MJO-phase dependency in the mesospheric DW1 agrees with the results presented by Yang et al. (2018)
but with smaller amplitude variations (±8% versus ±15%). This apparent inconsistency may be ascribed to
differences in the model (e.g., WACCM vs. WACCM-X) and composite analysis method employed. Worth
noting is also the MJO-phase dependency in DE3 amplitudes near 50–70 km that clearly resembles the vari-
ability found above ∼120 km, with larger (+8% to +10%) amplitudes around MJO P2–P5 and smaller (−8%
to −10%) amplitudes around MJO P6–P8.

GASPERINI ET AL. MJO EFFECTS ON UFTW IN THE THERMOSPHERE 10 of 17

Height-MJO phase depiction of 
DE3 (a), UFKW (b), DW1 (c), 
and SW2 (d) low-latitude (±40°) 
zonal wind amplitudes using a 
composite method and 
SD/WACCM-X output for 1980–
2017 (Gasperini et al., 2020).

q Global-scale thermospheric 
impacts from the MJO and 
effects on the ionosphere are 
yet to be determined.

q Models and observaQonal 
efforts are needed to address 
issues related to this coupling.
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Summary & Open Questions
q Upward propaga/ng waves are a leading driver of long-term variability in the whole ITM system. 
q Variability in the wave spectrum can be ascribed to (a) lower/middle atmospheric weather, (b) variable propaga/on condi/ons, and 

(c) nonlinear interac/ons between different parts of the wave spectrum.
q It is cri/cal that we aWain a beWer understanding of the physical mechanisms at play for improving modeling/predic/ve capabili/es.
q The Ionospheric Connec/on Explorer (ICON) and Global-scale Observa/ons of the Limb and Disk (GOLD) missions offer new insights, 

yet our understanding is impaired by the poor observa.onal record of the ITM.
q Without global measurements with sufficient temporal and spa/al resolu/on, physics-based models cannot be validated, and data 

assimila/on for these heights remains a tenta/ve venture. 

h"ps://science.nasa.gov/heliophysics

q The upcoming Geospace Dynamics Constella.on (GDC) mission shall provide very well-needed 
observa.ons that will be cri/cal to beWer understanding ITM coupling sources.

q Observa/ons from the Dynamical Neutral Atmosphere-Ionosphere Coupling (DYNAMIC) mission 
would be par/cularly helpful by measuring the height evolu.on of the wave spectrum in the 
thermosphere and providing the much-needed day/night wind throughout the thermosphere to 
study wave-mean flow interac/ons, ion-neutral interac/ons, and dynamo processes.

q Important open ques/ons that need to be addressed in this area of research include:
1. What are the physical mechanisms that transmit long-term variability from the 

lower/middle atmosphere into the ITM system, and what is their relaEve importance?
2. What are the influences of lower atmospheric waves on the long-term trends of the ITM 

system? 
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